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About the Conference

IEMTRONICS 2022

Continuing with the outstanding success of IEEE IEMCON, IEEE CCWC, IEEE
UEMCON, IEMANTENNA we are proud to present IEMTRONICS 2022
(International 10T, Electronics and Mechatronics Conference) which will be held
during 1st- 4th June, 2022 at Toronto, Canada, in online mode. Keeping in
mind the pandemic situation prevalent globally due to Covid 19 and following
the legacy of organizing highly successful conferences, we have planned for the
online conference. The conference aims to bring together scholars from different
backgrounds to emphasize dissemination of ongoing research broadly in the
fields of IOT, Electronics and Mechatronics. Research papers are invited
describing original works in above mentioned fields and related technologies. The
conference will include a peer-reviewed program of technical sessions, special
sessions, tutorials and demonstration sessions.

All accepted papers which will be presented during the parallel sessions of
the Conference will be submitted for publication in IEEE Xplore Digital
Library (Scopus, DBLP, Ei Compendex, Web of Science and Google
Scholar).

This conference will also promote an intense dialogue between academia and
industry to bridge the gap between academic research, industry initiatives, and
governmental policies. This is fostered through panel discussions, keynotes,
invited talks and industry exhibits where academia is exposed to state-of-practice
and results from trials and interoperability experiments. The industry in turn
benefits by exposure to leading-edge research in networking as well as the
opportunity to communicate with academic researchers regarding practical
problems that require further research.



Our Reviewers

IEMTRONICS 2022 followed a rigorous triple-blind review process in order to identify
suitable papers for both presentation and publication. This process helped the organizers to
shortlist good quality papers from diverse regional areas and across various domains. A
detailed review process was possible due to the excellent and enthusiastic support extended by
the strong technical review team of IEMTRONICS 2022. For every stage of submission,
IEMTRONICS had a specific template review procedure to analyze the submissions and
provide suitable comments for the authors to incorporate. The review team which formed the
technical backbone for the selection of submissions for the edited book and the conference

presentation was supervised by:

Amany Abood

Qasem Abu Al-Haija
Naheem Adesina

Md Imtiaz Ahmed
Baker Al Smadi

mMd Ali

Ali Abdullah S. AlQahtani
Nesreen Alsbou
Ahmed Ammari
Mohammad Anees
Vaibhav Anu

Asif Mohammed Arfi
Haissam Badih
Anindya Bal
Kuhaneswaran Banujan
Doina Bein

Aleksandr Belov

La Verne Certeza
Pratik Chattopadhyay
Ritu Chaturvedi
Sangay Chedup
Yuanzhu Chen

Jingyuan Cheng
Sayantika Chowdhury

Al-Esraa University College

Princess Sumaya University for Technology (PSUT)
Louisiana State University

Prime University

Grambling State University

Rider University

North Carolina A&T State University
University of Central Oklahoma

INSAT - Carthage University Tunisia

Xilinx

Montclair State University

University of Yamanashi

Lawrence Technological University

BRAC University

Sabaragamuwa University of Sri Lanka
California State University, Fullerton

National Research University Higher School of Economics
University of Santo Tomas

Indian Institute of Technology (BHU), Varanasi
University of Guelph

Jigme Namgyel Engineering College

Queen's University

University of Science and Technology of China
Jadavpur University
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Ronnie Concepcion Il
José Cornejo

Monica Costa

Omar Darwish
Arighna Deb

Mohan Dehury
Sukomal Dey

De La Salle University

Universidad Tecnoldgica del Peru
Polytechnic Institute of Castelo Branco
Eastern Michigan University

KIT University

Koneru Lakshmaiah Education Foundation
Indian Istitute of Technology, Delhi

S Dhivya VIT University
Ke-Lin Du Concordia University
Pallav Dutta Aliah University

Mahmoud Elkhodr
Amin Fadlalla
Zainab Faisal

Vilas Gaidhane

Central Queensland University

Mashreq University

Al-Esraa University College

Birla Institute of Technology and Science Pilani, Dubai
Campus, UAE

none

University of Kansas

Jagannath Universuty

George Mason University

Universidad de Ingenieria y Tecnologia - UTEC
Al-Esraa University College

The Islamia University of Bahawalpur
Memorial University of Newfoundland
University of the Witwatersrand

Silicon Institute of Technology, Bhubaneswar

Sebastian Garcia
Soham Ghosh

Rajib Kumar Halder
Maryam Heidari

Deyby Huamanchahua
Maysam Hussein
Qaiser ljaz

Mohammad Tariq Igbal
Ashwini Jadhav

Asif Uddin Khan

Shahriar Khan Independent University
Haruo Kobayashi Gunma University
Moises Levy Florida Atlantic University
Pravir Malik Deep Order Technologies

Olusiji Medaiyese

Morteza Modarresi Asem
Nabilt Moggiano
Bhabendu kumar Mohanta
Erkin Navruzov

Moses Onibonoje
Madhumita Pal
Rajvardhan Patil

Loreen Powell

University of Louisville

Tehran Medical Sciences University

Universidad Continental

GITAM Deemed to Be University

National University of Uzbekistan

Afe Babalola University, Ado Ekiti

Institute of Engineering & Management, Kolkata
Grand Valley State University

Bloomsburg University of Pennsylvania

Kumar Rahul XILINX

Kuvonchbek Rakhimberdiev = National University of Uzbekistan Named After Mirzo Ulugbek
Biplob Ray Central Queensland University

K Himaja Reddy KLEF Deemed to be University

Ashiq Sakib Florida Polytechnic University

Sowmya Sanagavarapu
Daniel Semwayo
Abhijit Sen

Ahmed Shafkat

Lugen Sheet

Sodessa Shonkora

Anna University

University of Witwatersrand
KPU

Fareast International University
UNIVERSTY OF MOSUL
Arba Minch University

3



Mayer Silva
Rohit Singh
Kanika Sood

M. Srilatha

Elvis Supo
Sourabh Swarnkar
Tri Tran

Yuan Xing

Wael Yafooz
Lasith Yasakethu
Hasan Yasar

none
University of Colorado Denver

California State University, Fullerton

Vardhaman College of Engineering

Universidad Nacional de San Agustin de Arequipa
Xilinx

Gunma University

University of Wisconsin-Stout

Taibah University

Sri Lanka Technological Campus

Carnegie Mellon University



Sponsors

Society for Makers, Artists, Researchers and Technologists, Canada
IEEE VANCOUVER SECTION

IEEE TORONTO SECTION
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University of Engineering & Management, Kolkata

University of Engineering & Management, Jaipur



COPYRIGHT

2022 IEEE International 10T, Electronics and Mechatronics Conference
(IEMTRONICS).

Copyright and Reprint Permission: Abstracting is permitted with credit to the
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ORGANIZING COMMITTEE

General Chair:

Rajashree Paul
University of Engineering & Management, Kolkata, India

Technical Co-Chair:

Bob Gill
British Columbia Institute of Technology, Burnaby, Canada

Malay Gangopadhyay
Institute of Engineering & Management, Kolkata, India

Finance Chair:

Sanghamitra Poddar
Institute of Engineering & Management, Kolkata, India

Publicity Chair:

Fatima Hussain

Professor, Ryerson university, Canada, Editor IEEE
Newsletter, IEEE Toronto section
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Dr.
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Dr.

Dr.

Dr.

Dr.

Dr.

Dr.

Dr.

Chuck Easttom
Phillip Bradford
Ronald F. DeMara

Fatima Hussain

Ashutosh Datta
Yang Hao
Vien Van
Omar Ramahi
Yahia Antar

Zhizhang (David)

Chen

Dr.

Detlef Streitferdt

Prof. Shahab Tayeb

University

University of Dallas, USA & Georgetown University, USA
University of-Connecticut-Stamford, USA

University of Central Florida, USA

Professor, Ryerson university, Canada, Editor IEEE Newsletter,
IEEE Toronto section

Johns Hopkins University, USA
Queen Mary University, London
University of Alberta, Canada
University of Waterloo, Canada
Royal Military College, Canada

Dalhousie University, Canada

Technische Universitat lImenau, Germany

California State University, Fresno.



TECHNICAL COMMITTEE

Name University

Dr. Nabeeh Kandalaft Grand Valley State University, USA
Dr. Alex "Sandy" Antunes Capitol Technology University, USA
Dr. 1zzat Alsmadi Texas A&M, San Antonio, USA

Dr. Lo’ai Tawalbeh Texas A&M University-San Antonio, USA

Dr. Pratik Chattopadhyay Indian Institute of Technology (BHU), Varanasi

Dr. Doina Bein California State University, Fullerton, USA

Dr. Hasan Yasar Carnegie Mellon University, USA

Dr. Moises Levy West Texas A&M University, USA

Dr. Christian Trefftz Grand Valley State University, USA

Dr. Mrinal Sen Indian Institute of Technology(ISM), Dhanbad
Dr. Petros Spachos University of Guelph, Canada

Dr. Kanika Sood California State University, Fullerton

Dr. Ke-Lin Du Concordia University, Canada

Dr. Wenlin Han California State University, Fullerton

Dr. Ashiq Adnan Sakib Florida polytechnic University, USA

Dr.

Morteza Modarresi Asem

Islamic Azad University, Iran

Dr. Md. Liakat Ali Rider University, USA

Dr. Tarek El Salti Sheridan College, Canada

Dr. Sukomal Dey Indian Institute of Technology, Palakkad
Dr. Maysam Chamanzar Carnegie Mellon University, USA

Dr.

Kean Boon Lee

Sheffield University, UK



Track Topics:

loT & Data Science:

10T and blockchain

10T and big data

Next-generation infrastructure for loT
Cloud computing and 10T

Edge computing and loT

l0T platforms, tools, and applications
10T systems development methodologies
loT applications

Electronics:

Antenna and wireless communication

Microwave Engineering

Photonics

Nano science & Quantum Technology

VLSI and Microelectronic Circuit Embedded Systems
System on Chip (SoC) Design

FPGA (Field Programmable Gate Array) Design and Applications
Electronic Instrumentations

Sensors & Systems

NEMS & MEMS

Integrated circuits & power electronics

Electronic Power Converters and Inverters

Electric Vehicle Technologies

Control Theory, Optimization and Applications
Robotics and Autonomous Systems
Intelligent,Optimal,Robust,Adaptive Control

Linear and Nonlinear Control Systems

Complex Adaptive Systems

Industrial Automation and Control Systems Technology
Modern Electronic Devices

Biomedical devices & Imaging

Energy Harvesting & Conversions

Energy Efficient Hardware systems

Mechatronics:

Sensing and Control Systems
Mechatronics Systems
Mechanical Systems
Acrtificial Intelligence
Applications of Robotics

Information Technology:

Business Intelligence and Applications

Computer Network

Evolutionary Computation and Algorithms

Intelligent Information Processing

Information System Integration and Decision Support
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Image Processing and Multimedia Technology
Signal Detection and Processing

Technique and Application of Database

Software Engineering

Mabile Computing

Distributed Systems

Acrtificial Intelligence

Visualization and Computer Graphic

Natural Language Processing

Deep Learning

Machine Learning

Internet of Things, Data Mining

Data Science

Cloud Computing in E-Commerce Scenarios
E-Business Systems Integration and Standardization, E-government
Electronic Business Model and Method
E-Commerce Risk Management

Recommender system

Semantic Web Service Architecture for E-Commerce
Service Oriented E-Commerce and Business Processes
Data Analytics and Big Data

Software defined networking

Secured distributed systems

Mobile Communication:

Ad hoc networks

Body and personal area networks

Cloud and virtual networks

Cognitive radio networks

Cyber security

Cooperative communications

Delay tolerant networks

Future wireless Internet

Local dependent networks

Location management

Mabile and wireless IP, Mobile computing
Multi-hop networks

Network architectures

Network Security, Information Security, Encoding Technology
Routing, QoS and scheduling

Satellite communications

Self-organising networks

Telecommunication Systems

Vehicular networks

Wireless multicasting, Wireless sensor networks

11



Chief Guest of IEMTRONICS 2022

Nobel Laureate

Prof. Takaaki Kajita

Honourable Nobel Laureate, Distinguished University
Professor, Institute for Cosmic Ray Research, The
University of Tokyo, Japan

Bio: Kajita Takaaki, (born 1959, Higashimatsuyama, Japan),
Japanese physicist who was awarded the 2015 Nobel Prize in
Physics for discovering the oscillations of neutrinos from one
flavour to another, which proved that those subatomic particles have mass. He shared the prize
with Canadian physicist Arthur B. McDonald.

Kajita received a bachelor’s degree from Saitama University in 1981 and a doctorate from the
University of Tokyo (UT) in 1986. That year he became a research associate at the International
Center for Elementary Particle Physics at the UT, where he worked on the Kamiokande-I1
neutrino experiment, a tank containing 3,000 tons of water located deep underground in the
Kamioka mine near Hida. Most neutrinos passed right through the tank, but on rare occasions
a neutrino would collide with a water molecule, creating an electron. Those electrons travelled
faster than the speed of light in water (which is 75 percent of that in a vacuum) and generated
Cherenkov radiation that was observed by photomultiplier tubes on the walls of the tank. In
1987 Kajita was part of the team that used Kamiokande-I1 to detect neutrinos from Supernova
1987A, which was the first time neutrinos had been observed from a specific object other than
the Sun.

Kamiokande-11 could also observe neutrinos generated by cosmic rays, high-speed particles
(mainly protons) that collide with nuclei in Earth’s atmosphere and produce secondary
particles. Those secondary particles decay and produce two of the three flavours of neutrinos:
electron neutrinos and muon neutrinos. In 1988 Kajita and the other Kamiokande scientists
published results showing that the number of muon neutrinos was only 59 percent of the
expected value.

Kajita joined the UT’s Institute for Cosmic Ray Research in 1988 as a research associate and
continued his work at Kamiokande-11. He became an associate professor at the institute in 1992.
That same year he and his team published results confirming the deficit of atmospheric muon
neutrinos. They suggested that neutrino oscillations in which the “missing” muon neutrinos
changed into the third neutrino flavour, tau (which could not be observed by Kamiokande-I11),
could be the culprit. Neutrinos were thought to be massless, but, in order to oscillate flavours,
they must have a very small mass. In 1994 Kajita and his team found a slight dependence of
the number of detected muon neutrinos on direction, with more neutrinos coming down than
coming up.
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In 1996 Kamiokande-Il was replaced by Super-Kamiokande, which contained 50,000 tons of
water, and Kajita led the studies of the atmospheric neutrinos. After two years of observations,
his team definitively confirmed that the number of muon neutrinos coming down from the
atmosphere is greater than the number of muon neutrinos coming up from Earth. Since
neutrinos rarely interact with matter, the number of neutrinos observed should not depend on
the arrival angle. However, that angle effect proved the existence of neutrino flavour
oscillations and thus neutrino mass. The neutrinos coming up through Earth travel a longer
distance, thousands of kilometres, than the neutrinos coming down, which only travel a few
dozen kilometres. Therefore, the up-going neutrinos have more time to undergo an oscillation
into tau neutrinos than those coming down.

Kajita became a professor at the Institute for Cosmic Ray Research and director of the Research
Center for Cosmic Neutrinos there in 1999. He became director of the institute in 2008.
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Guest of Honour of IEMTRONICS 2022

Nobel Laureate

Prof. Konstantin Novoselov

Honourable Nobel Laureate, Professor at the Centre for
Advanced 2D Materials, National University of
Singapore,Langworthy Professor in the School of Physics and
Astronomy, University of Manchester, Manchester, United
Kingdom

Bio: Kostya Novoselov made it into a shortlist of scientists with multiple hot papers for the
years 2007-2008 (shared second place with 13 hot papers) and 2009 (5th place with 12 hot
papers).

In 2014 Kostya Novoselov was included in the list of the most highly cited researchers. He was
also named among the 17 hottest researchers worldwide—"individuals who have published the
greatest number of hot papers during 2012-2013".

Novoselov joined the National University of Singapore’s Centre for Advanced 2D Materials
in 2019, making him the first Nobel laureate to join a Singaporean university.

Awards and honours

e 2007 Nicholas Kurti European Science Prize “to promote and recognise the novel work of
young scientists working in the fields of Low Temperatures and/or High Magnetic Fields.”

e 2008 Technology Review-35 Young Innovator

o 2008 University of Manchester Researcher of the Year.

e 2008 Europhysics Prize, jointly with Geim, “for discovering and isolating a single free-
standing atomic layer of carbon (graphene) and elucidating its remarkable electronic
properties.”

e 2008 International Union of Pure and Applied PhysicsYoung Scientist Prize, “for his
contribution in the discovery of graphene and for pioneering studies of its extraordinary
properties.”

e 2010 Nobel Prize in Physics, jointly with Andre Geim, “for groundbreaking experiments

regarding the material graphene.” Novoselov was the youngest Nobel laureate in physics

since Brian Josephsonin 1973, and in any field since Rigoberta Menchu (Peace) in 1992.

2010 Knight Commander of the Order of the Netherlands Lion

2010 Honorary Fellow of the Royal Society of Chemistry(HonFRSC)

2010 Honorary Professor of Moscow Institute of Physics and Technology

2011 Honorary Doctorate from the University of Manchester

2011 Honorary Fellow of the Institute of Physics(HonFInstP)

2011 Elected Fellow of the Royal Society (FRS)

2011 W. L. Bragg Lecture Prize from the International Union of Crystallography “... for

his work on two-dimensional atomic crystals”

e 2012 Knight Bachelor in the 2012 New Year Honours for services to science.

e 2012 Chosen among “Britain’s 50 New Radicals” by NESTAand The Observer
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e 2012 The Kohn Prize Lecture “...for development of a new class of materials: two-
dimensional atomic crystals”

e 2013 Appointed Langworthy Professor of Physics, University of Manchester

e 2013 Leverhulme Medal (Royal Society)®“...for revolutionary work on graphene, other
two-dimensional crystals and their heterostructures that has great potential for a number of
applications, from electronics to energy”

e 2013 Awarded Honorary Freedom of the City of Manchester “for his groundbreaking work
on graphene”, see List of Freedom of the City recipients

e 2013 Elected a foreign member of the Bulgarian Academy of Sciences

e 2014 2nd place in the Discovery Section of the National Science Photography Competition.

e 2014 included in a list of the most highly cited researchers. He was also named among the
17 hottest researchers worldwide — “individuals who have published the greatest number
of hot papers during 2012-2013".

e 2014 awarded the Onsager Medal.

o 2015 elected to be a member of the Academia Europaea.

o 2016 awarded the Carbon Medal.

e 2016 awarded the Dalton Medal.

e 2019 elected a foreign associate of the US National Academy of Sciences

e 2019 elected to be a member of the Asia Pacific Academy of Materials

e 2019 Otto Warburg Prize and Lecture by The Otto Warburg Chemistry Foundation “for the
discovery of the unusual quantum properties of one atom thick two-dimensional materials”

His certificate of election to the Royal Society in 2011 reads

Kostya Novoselov’s research interests cover a wide range of topics from mesoscopic
superconductivity and ferromagnetism to materials science and biophysics. He studied vortex
structures in mesoscopic superconductors, observed atomic-scale movements of ferromagnetic
walls, monitored heartbeats of individual bacteria and mimicked gecko’s adhesion mechanism.
His breakthrough moment was the discovery of graphene. Novoselov is now widely recognised
to be one of the pioneers in this field (as a number of international awards prove) and, together
with Prof Geim FRS, leads research on various applications of this new material ranging from
electronics, photonics, composite materials, chemistry, etc. Prof. Novoselov is strongly
committed to disseminating science through public lectures and media interviews.
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Keynote speakers

Dr. Xiaodong Wang

Professor, Columbia University,New York

Bio: Dr. Xiaodong Wang is a professor of electrical engineering
in Columbia University in the city of New York. His research
interest includes statistical signal processing, genomic signal
processing, machine learning, wireless communications, and
information theory.

Among his publications is a book entitled ‘“Wireless
Communication Systems: Advanced Techniques for Signal Reception”, published by Prentice
Hall in 2003. He has served as an associate editor for the IEEE Transactions on
Communications, the IEEE Transactions on Wireless Communications, the IEEE Transactions
on Signal Processing, and the IEEE Transactions on Information Theory. He is a Fellow of the
IEEE and listed as an ISI Highly-cited Author.

Wang received the 1999 NSF CAREER Award, the 2001 IEEE Communications Society and
Information Theory Society Joint Paper Award, and the 2011 IEEE Communication Society
Award for Outstanding Paper on New Communication Topics.
Xiaodong Wang received the Ph.D degree in Electrical Engineering from Princeton University.
He is a Professor of Electrical Engineering at Columbia University in New York.
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Dr. Kenneth Paterson

Professor, ETH Zlrich, Switzerland

Bio: Dr. Kenneth Paterson obtained a B.Sc. in 1990 from the Uni-
versity of Glasgow and a Ph.D. from the University of London in
1993, both in Mathematics. He was then a Royal Society Fellow at
the Institute for Signal and Information Processing at the Swiss Fed-
eral Institute of Technology, Zurich, from 1993 to 1994. After that,
he was a Lloyd’s of London Tercentenary Foundation Research Fel-
low at Royal Holloway, University of London from 1994 to 1996.

In 1996, he joined Hewlett-Packard Laboratories Bristol, becoming a project manager in 1999.

He then joined the Information Security Group at Royal Holloway in 2001, becoming a Reader
in 2002 and Professor in 2004. From March 2010 to May 2015, he was an EPSRC Leadership
Fellow working on a project entitled Cryptography: Bridging Theory and Practice. In May
2015, he reverted to being a Professor of Information Security.

In April 2019, he joined the Department of Computer Science at ETH Zurich. Since 1 January
2021, he have held the role of Associate Department Head. In addition, he is director of the
CAS/DAS in Cyber Security and the Masters programme in Cyber Security.
His research over the last two decades has mostly been in the area of Cryptography, with a
strong emphasis being on the analysis of deployed cryptographic systems and the development
of provably secure solutions to real-world cryptographic problems. He co-founded the Real
World Cryptography series of workshops to support the development of this broad area and to
strengthen the links between academia and industry. From 2014 to 2019, he was co-chair of
the IRTF’s research group on Cryptography, CFRG. This group is working to provide expert
advice to the IETF in an effort to strengthen the Internet’s core security protocols.

His research on the security of TLS (the Lucky 13 attack on CBC-mode encryption in TLS and
attacks on RC4) received significant media attention, helped to drive the widespread adoption
of TLS 1.2 with its support for modern encryption schemes, and was an important factor in the
TLS Working Group’s decision to abandon legacy encryption mechanisms in TLS 1.3.

He is lucky to have been the recipient of several prizes and awards for my research. These
include a Google Distinguished Paper Award for his joint work with Nadhem AlFardan
presenting plaintext recovery attacks against DTLS published at NDSS 2012; an Applied Net-
working Research Prize from the IRTF for his work with Nadhem AlFardan on the Lucky 13
attack; and an Award for Outstanding Research in Privacy Enhancing Technologies for his
work with Mihir Bellare and Phil Rogaway on the Security of symmetric encryption against
mass surveillance published at CRYPTO 2014. My work with Martin Albrecht, Jean Paul De-
gabriele and Torben Hansen on symmetric encryption in SSH won a best paper award at ACM
CCS 2016. In 2018, his work won best paper awards at CHES and IMC.

Other career highlights include being selected as Programme Chair for EUROCRYPT 2011,
being an invited speaker at ASIACRYPT 2014, and being editor-in-chief of the Journal of
Cryptology from 2017 to 2020. He was made a fellow of the IACR in 2017.
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Dr. Gil Zussman

Professor, Columbia University, New York

Bio: Gil Zussman received the B.Sc. degree in Industrial
Engineering and Management and the B.A. degree in Economics
(both summa cum laude) from the Technion — Israel Institute of
Technology in 1995. He received the M.Sc. degree (summa cum

: laude) in Operations Research from Tel-Aviv University in 1999
and the Ph.D. degree in Electrical Engineering from the Technion — Israel Institute of
Technology in 2004. Between 1995 and 1998, he served as an engineer in the Israel Defense
Forces. Between 2004 and 2007 he was a Postdoctoral Associate in LIDS and CNRG at MIT.

In 2008 he joined the faculty of the Department of Electrical Engineering at Columbia
University where he is now a Professor. His research interests are in the area of networking,
and in particular in the areas of wireless, mobile, and resilient networks. He has been an
associate editor of IEEE Transactions on Control of Network Systems, IEEE Transactions on
Wireless Communications and Ad Hoc Networks, the Technical Program Committee (TPC)
co-chair of ACM MobiHoc’15, IFIP Performance 2011, and a member of a number of TPCs
(including the INFOCOM, MobiCom, SIGMETRICS, and MobiHoc committees).

Gil received the Knesset (Israeli Parliament) award for distinguished students, the Marie Curie
Outgoing International Fellowship, the Fulbright Fellowship, the DTRA Young Investigator
Award, and the NSF CAREER Award. He was the PI of a team that won the 1st place in the
2009 Vodafone Foundation Wireless Innovation Project competition. He is a co-recipient of
seven best paper awards, including the ACM SIGMETRICS / IFIP Performance’06 Best Paper
Award, the 2011 IEEE Communications Society Award for Advances in Communication, and
the ACM CoNext’16 Best Paper Award.
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Dr. Kin K. Leung

Professor, Imperial College, London, United Kingdom

Bio: Dr. Leung had completed his Ph.D. in computer science, Univ.
of California, Los Angeles in 1985; M.S. in computer science, Univ.
of California, Los Angeles in 1982 and B.S. in electronics, The
Chinese Univ. of Hong Kong, Hong Kong in 1980. His major

Honors and Awards are:

IEEE Communications Society Leonard G. Abraham Prize, 2021

S.—UK Science and Technology Stocktake Award for the DAIS ITA Team, 2021
IET Fellow, 2021

Member of Academia Europaea, 2012

IEEE Fellow Evaluation Committee for Communications Society: Member 2009-
2011, Chairman 2012-2015

Royal Society Wolfson Research Merit Award, 2004-2009

IEEE Fellow for contributions to “Performance analysis, protocol design and control
algorithms for communications networks,” 2001

Lanchester Prize Honorable Mention Award, 1997

Bell Labs Distinguished Member of Technical Staff Award, 1994

He is Journal Editor of the following:

ACM Computing Survey (2009-now)

Journal of Sensor Networks (2005-now)

IEEE Trans. on Mobile Computing, Steering Committee Chairman (2020-2022) and
Member (2014-2016)

IEEE Trans. on Communications (1997-2011)

IEEE Trans. on Wireless Communications (2001-2009)

IEEE Journal on Selected Areas in Communications: Wireless Series (1999-2001)
Guest editor: IEEE Wireless Communications, 2007

Guest editor: Journal of Wireless Communications and Mobile Computing, 2005
Guest editor: Journal on Special Topics in Mobile Networking and Application
(MONET), 2003

Guest editor: IEEE Journal on Selected Areas in Communications, 1997

His current Research Interests includes:

Machine learning, distributed optimization, stochastic modeling and queueing
theory.

Wireless communications: resource allocation, power control, spread spectrum,
MIMO/beamforming antennas, cross-layer designs, link adaptation, MAC, wireless
TCP/IP, QoS, network protocols, and sensor, vehicular, ad-hoc and mesh networks.
Wireless technologies: GSM, EDGE, 3G, 4G and 5G cellular networks, and IEEE
802.11, 802.16 and 802.15 networks.

Communication networks: TCP/IP, mobility management, real-time applications,
network control protocols, traffic modeling.
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Professor, University of Waterloo, Canada

Bio: Dayan Banis a full Professor in Electrical and Computer
Engineering and is a researcher at the Waterloo Institute for
Nanotechnology.

His expertise lies in the conversion of near infra-red light directly to
visible light, design and fabrication of high-performance quantum
devices and the development of ultra-sensitive surface plasmon
Sensors.

Professor Ban successfully improved the efficiency of hybrid organic/inorganic devices by
more than one order of magnitude and applied time-domain terahertz spectroscopy to study the
device physics of terahertz quantum cascade lasers. Professor Ban’s research has also
accomplished the fabrication of prototype hybrid organic/inorganic devices by direct tandem
integration and the study of the effects of interfacial states on device performance. These
devices are responsible for the conversion of near-infrared light directly to visible light (green)
at room temperature.

Professor Ban pioneered the development of new methods in scanning probe microscopy to
observe, with nanometric spatial resolution, two-dimensional profiles of conductivity and
potential inside actively-driven lasers. He also resolved the nanoscopic reason for anomalously
high series resistance encountered in ridge waveguide lasers. In addition, Professor Ban
reported the first direct experimental observation of electron overbarrier leakage in operating
buried heterostructure multi-quantum-well —lasers. His work has provided the first
experimental visualization of the inner workings of operating semiconductor lasers, and has
also provided a platform for enabling tools for quantum semiconductor device and
nanotechnology research.

Research Interests

e Semiconductor quantum

e devices

e Photonics

e THz technology

e Nanotechnology

e Atomic force microscope

e Fiber-optical communication system
« Silicon Devices

e Terahertz Quantum

e Cascade Lasers

e Biophotonics

e Scanning Probe

e Microscopy

e Connectivity and Internet of Things
o Nanofabrication

e |loT Devices

e Application domains
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Bio: Torsten Hoefler directs the Scalable Parallel Computing
Laboratory (SPCL) at D-INFK ETH Zurich. He received his PhD
degree in 2007 at Indiana University and started his first professor
appointment in 2011 at the University of Illinois at Urbana-
Champaign.

Torsten has served as the lead for performance modeling and analysis in the US NSF Blue
Waters project at NCSA/UIUC. Since 2013, he is professor of computer science at ETH Zurich
and has held visiting positions at Argonne National Laboratories, Sandia National
Laboratories, and Microsoft Research Redmond (Station Q).

Dr. Hoefler’s research aims at understanding the performance of parallel computing systems
ranging from parallel computer architecture through parallel programming to parallel
algorithms. He is also active in the application areas of Weather and Climate simulations as
well as Machine Learning with a focus on Distributed Deep Learning. In those areas, he has
coordinated tens of funded projects and an ERC Starting Grant on Data-Centric Parallel
Programming.

He has been chair of the Hot Interconnects conference and technical program chair of the
Supercomputing and ACM PASC conferences. He is associate editor of the IEEE Transactions
of Parallel and Distributed Computing (TPDS) and the Parallel Computing Journal (PARCO)
and a key member of the Message Passing Interface (MPI) Forum.

He has published more than 200 papers in peer-reviewed international conferences and journals
and co-authored the latest versions of the MPI specification. He has received best paper awards
at the ACM/IEEE Supercomputing Conference in 2010, 2013, and 2014 (SC10, SC13, SC14),
EuroMPI 2013, IPDPS’15, ACM HPDC’15 and HPDC’16, ACM OOPSLA’16, and other
conferences. Torsten received ETH Zurich’s Latsis Prize in 2015, the SIAM
SIAG/Supercomputing Junior Scientist Prize in 2012, the IEEE TCSC Young Achievers in
Scalable Computing Award in 2013, the Young Alumni Award 2014 from Indiana University,
and the best student award 2005 of the Chemnitz University of Technology. Torsten was
elected into the first steering committee of ACM’s SIGHPC in 2013 and he was re-elected in
2016. His Erd6s number is two (via Amnon Barak) and he is an academic descendant of
Hermann von Helmholtz.
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Bio: M. Jamal is a Distinguished University Professor and
Senior Canada Research Chair in Information Technology at
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the Director of the Micro- and Nano-Systems Laboratory. His
research specialty are in the broad areas of electrical engineering and applied physics. He has
done his Ph.D. (Electrical Engineering and Applied Physics) from Case Western Reserve
University, Cleveland, OH, U.S.A in 1985; M.S. (Electrical Engineering and Applied Physics),
from Case Western Reserve University, Cleveland, OH, U.S.A in 1982 and B.Sc.
(Physics/Mathematics), from University of Guyana, Turkeyen, Guyana in 1978. His expertise
includes Micro-/Nano-/Opto-Electronics, Nanotechnology and Data Analytics for Health and
Environmental Applications, Bioimagers, Biosensor; his areas of specializations are Imaging,
Sensing and Detection, Integrated Systems, Biomedical, Microelectronics, Communications,
Biomedical. His achievements includes:
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o Distinguished University Professor; Professor and Senior Canada Research Chair in

Information Technology ;

2017 Distinguished Visiting Fellowship Award from Royal Academy of Engineering, UK;

2017 PIFI Distinguished Scientist Award from Chinses Academy of Sciences;

2017 Overseas Academic Masters Scholar Award,;

2014 IEEE Canada Ham Outstanding Engineering Educator Award;

2013 IEEE Canada AGL McNaughton Gold Medal;

2013 UWI Vice-Chancellor’s Award;

2013 Faculty of Engineering Research Achievement Award from McMaster University;

2011 IEEE Canada R.A. Fessenden Silver Medal Award;

2011 Electronics and Photonics Divison (EPD) Award from the Electrochemical Society ;

2009 Technology Achievement Award from the Indo-Canada Chamber of Commerce;

2008 Eadie Medal from The Royal Society of Canada;

2008 Guyana Award from the Academic Excellence Guyana Awards Council — Canada;

2006 Humboldt Research Award from the Alexander von Humboldt Foundation;

2006 IBM Faculty Award from IBM Corporation, USA,;

2002 Distinguished Lecturer from IEEE Electron Device Society;

2002 Thomas D. Callinan Award from the Electrochemical Society.

Doctor — Honoris Causa E| Instituto Nacional de Astrofisica, Optica y Electronica, Puebla,

Mexico, 11 Nov 16.

Doctor — Honoris Causa Universitat Rovira | Virgili, Tarragona, Spain, 7 March 2014.

o Doctor — Honoris Causa Universidad de Granada, Granada, Spain, 25 May 2012.

o Doctor of Engineering — Honoris Causa University of Waterloo, Waterloo, Ontario,
Canada, 18 June 2011.

23



Content:

PAPER NAME AUTHORS WITH PAGE NO.
AFFILIATION
1 Integrating Mechanistic Adeeb Noor (King Abdulaziz 1
Information to Predict University, Saudi Arabia)

Drug-Drug Interactions and
Associated Relevance for
Decision Support

2 Design and Implementation Adil Rachid (Polytechnic 5
of a Very-Low-Power University of Catalonia, Spain);
Wireless Network of Antonio Miguel Lopez

Sensors in an Underground Martinez (Polytechnic
Utility Tunnel for Medium  University of Catalonia (UPC),

and High Voltage Spain); Sebastian Moreno
Transmission Lines Garcia ( & Infisat, Spain)
3 Design of 24 GHz ISM Band Debalina Mollik, Rima Islam, 12
Microstrip Patch Antenna Afrin Binte Anwar and Prodip
for 5G Communication Kumar Saha Purnendu

(American International
University Bangladesh
Address Including Country
Name, Bangladesh)

4 Detection of Corona Virus Al Sameera (Birla Institute of 18
Infection Using Technology and Science Pilani,
Convolutional Neural Dubai Campus, UAE, United
Network Arab Emirates); Vilas H

Gaidhane (Birla Institute of
Technology and Science Pilani,
Dubai Campus, UAE, India)

5 A Review of Cognitive Alessandro Giuliano, Waleed 24
Dynamic Systems and Hilal, Naseem Alsadi and
Cognitive loT Stephen Andrew Gadsden

(McMaster University,
Canada); John Yawney
(Adastra Corporation, Canada)

24



10

11

12

loT Devices Proximity
Authentication in Ad Hoc
Network Environment

Dynamic Modeling of a
Micro Solar Electric Vehicle
for Pakistan Using Simulink

An Optimum Sizing for a
Hybrid Storage System in
Solar Water Pumping Using
ICA

A Real-Time Parking Space
Occupancy Detection Using
Deep Learning Model

Solar PV System for Self-
Consumption

Provision of Information
and Detection Systems on
Two-Wheeled Motorcycle
Accidents

A Data-Centric Machine

Ali Abdullah S. AlQahtani
(North Carolina A&T State
University, USA); Hosam
Alamleh (University of North
Carolina Wilmington &
Louisiana Tech University,
USA); Baker Al Smadi
(Grambling State University,
USA)

Ali Husnain and Mohammad
Tariq Igbal (Memorial
University of Newfoundland,
Canada)

Amirhossein Jahanfar and
Mohammad Tariq Igbal
(Memorial University of
Newfoundland, Canada)

Raktim Raihan Prova, Title
Shinha, Anamika Basak Pew
and Rashedur M Rahman
(North South University,
Bangladesh)

Ananna Khan, Abdul Kahar
Siddiki and Rashedur M
Rahman (North South
University, Bangladesh)

Andi Nur Faisal and Amil
Ahmad llham (Hasanuddin
University, Indonesia);
Syafaruddin Syafaruddin
(Universitas Hasanuddin
Makassar, Indonesia)

Antonio Jose Bolufe-Rohler

31

36

45

o1

58

66

72

and Jordan Luke (University of
Prince Edward Island, Canada)

Learning Approach for
Controlling Exploration in

25



13

14

15

16

17

Estimation of Distribution
Algorithms

Aggregated Modeling of
Synchronous Generators
Using Transfer Matrices

Systematic Analysis and
Proposed Al-Based
Technique for Attenuating
Inductive and Capacitive
Parasitics in Low and Very
Low Frequency Antennas

loT Enabled Smart Solar
Panel Monitoring System
Based on Boltuino Platform

A Practical Approach to the
Development of a Decision-
Supporting System Based
on Fuzzy Neural Network in
Information and
Telecommunication
Systems

A Universal Method for
Solving the Problem of
Bending of Plates of Any

Arash Safavizadeh and Erfan
Mostajeran (The University of
British Columbia, Canada);
Seyyedmilad Ebrahimi
(University of British
Columbia, Canada); Taleb
Vahabzadeh (The University of
British Columbia, Canada); Juri
Jatskevich (University of
British Columbia, Canada)

Kate G Francisco, R-jay
Relano, Mike Louie Enriquez,
Ronnie Concepcion Il, Jonah
Jahara Baun, Adrian Genevie
G. Janairo, Ryan Rhay P.
Vicerra and Argel Bandala (De
La Salle University,
Philippines); ElImer P. Dadios
(Philippines, Philippines);
Jonathan Dungca (De La Salle
University, Philippines)

Pallav Dutta, Ashim Mondal
and Md Jishan Ali (Aliah
University, India)

Avaz Ergashevich Kuvnakov
(TUIT, Uzbekistan)

Azamatjon Yusupov (Andijan
Machine Building Institute,
Uzbekistan)

26

81

88

95

102

106



18

19

20

21

22

Shape

Development of Stochastic
Distribution Model of
Contaminated Water
Treatment Complex

Predictive Maintenance
and Condition Monitoring
in Machine Tools: An loT
Approach

Research on Ambient
Backscatter
Communication Signal
Detection Algorithm Based
on Digital Terrestrial
Multimedia Broadcast

Dynamic Analysis of
Demographic Sentiment

Use of Drones (UAVs) for
Pollutant Identification in

27

Bakhadir Begilov (Nukus

Branch of Tashkent University
of Information Technologies
Named After Muhammad-Al

Khorezmi, Uzbekistan)

Brett Sicard and Naseem

Alsadi (McMaster University,

Canada); Petros Spachos
(University of Guelph,

Canada); Youssef Ziada (Ford

Motor Company, Canada);
Stephen Andrew Gadsden
(McMaster University,
Canada)

Chen Ruan and Hongyi Wang

(National University of

Defense Technology, China);

Zheng Liming (National
University of Defence

Technology, China); Jianfei Wu

(National University of

Defense Technology, China);
Fengxian Ma (Tianjin Institute

of Advanced Technology,
China)

Joshua Weston, Brenden
Bickert and Caleb Stasiuk

(Thompson Rivers University,
Canada); Fadi Alzhouri (Trent
University, Canada); Dariush

Ebrahimi (Thompson Rivers
University, Canada)

Deyby Huamanchahua
(Universidad de Ingenieria 'y

111

117

126

131

139



23

24

25

26

the Industrial Sector: A
Technological Review

Nursery With Automation
and Control Systems for
the Production of White
Chuio (Tunta)

Biological Signals for the
Control of Robotic Devices
in Rehabilitation: An
Innovative Review

Human Cinematic Capture
and Movement System
Through Kinect: A Detailed
and Innovative Review

Transtibial
Electromechanical
Prosthesis Based on a
Parallel Robot: A Innovate
Review

Tecnologia - UTEC, Peru); Julio
Huamanchahua and Fabiola
Flores (Universidad San
Ignacio de Loyola, Peru)

Deyby Huamanchahua 145
(Universidad de Ingenieria 'y

Tecnologia - UTEC, Peru);

Alem Huayta Uribe, Jalber

Macuri Vasquez and Hitan

Cordova Sanchez (Universidad
Continental, Peru)

Deyby Huamanchahua 150
(Universidad de Ingenieria 'y
Tecnologia - UTEC, Peru); Luis
Alberto Huaman Lévano
(Universidad Continental,
Peru); Jose Asencios Chavez
(Universidad Tecnoldgica del
Perd, Peru); Nicole Caballero
Canchanya (Universidad
Nacional Mayor de San
Marcos, Peru)

Deyby Huamanchahua 157
(Universidad de Ingenieria y

Tecnologia - UTEC, Peru); Jhon

Rodrigo Ortiz Zacarias, Yerson

Taza Aquino and Jhon Quispe

Quispe (Universidad

Continental, Peru)

Deyby Huamanchahua 164
(Universidad de Ingenieria 'y

Tecnologia - UTEC, Peru);

Diego Osores Aguilar and

Victor André Ledn Sales

(Universidad Nacional Mayor

de San Marcos, Peru); Yadhira

28



27

28

29

30

Knee and Ankle
Exoskeletons for Motor
Rehabilitation: A
Technology Review

Hand Exoskeletons for
Rehabilitation: A
Systematic Review

Artificial Intelligence
Applied in Human Medicine
With the Implementation
of Prostheses

Land-Mobile Robots for

29

Samhira Valenzuela Lino
(Universidad Continental,
Peru); Harold Huallanca
Escalera (Universidad Peruana
de Ciencias Aplicadas, Peru)

Deyby Huamanchahua 171
(Universidad de Ingenieria y
Tecnologia - UTEC, Peru); Elvis
J. de la Torre Velarde
(Universidad Peruana de
Ciencias Aplicadas, Peru); Ana
Quispe Pina (Universidad
Tecnoldgica del Perd, Peru);
Cesar Luciano Otarola Ruiz
(Universidad de Ingenieria y
Tecnologia UTEC, Peru)

Deyby Huamanchahua 178
(Universidad de Ingenieria 'y
Tecnologia - UTEC, Peru);
Sayda Huacre (Universidad
Nacional Mayor de San
Marcos, Peru); Pedro Toledo
Garcia (Universidad de
Ingenieria y Tecnologia -
UTEC, Peru); Jack Aguirre
(Universidad Nacional de
Trujillo - UNT, Peru)

Deyby Huamanchahua 184
(Universidad de Ingenieria 'y

Tecnologia - UTEC, Peru);

Ismael Alvarado Landeo, Erick
Surichaqui Montalvo and

Kener Velasquez Colorado

(Universidad Continental,

Peru)

Deyby Huamanchahua 191



31

32

33

34

35

36

Rescue and Search: A
Technological and
Systematic Review

Efficient Simulation of
Variable-Speed Diesel-
Engine Generators Using
Constant-Parameter
Voltage-Behind-Reactance
Formulation

Detection and Analysis
Types of DDoS Attack

Suicide Rate and Factors
Analysis: Pre and Post
COVID Pandemic

Employee Turnover
Prediction Model for
Garments Organizations of
Bangladesh Using Machine
Learning Technique

Machine Learning Models
to Predict COVID-19 Cases
in the DC Metro Area

Server-Side Distinction of
User Mobility Using
Machine Learning on
Incoming Data Traffic

(Universidad de Ingenieria 'y
Tecnologia - UTEC, Peru);
Kevin Aubert, Mirella Rivas,
Eduardo Guerreo, Laura
Kodaka and Diego Guevara
(Universidad de Ingenieria 'y
Tecnologia UTEC, Peru)

Erfan Mostajeran and Arash
Safavizadeh (The University of
British Columbia, Canada);
Seyyedmilad Ebrahimi and Juri
Jatskevich (University of
British Columbia, Canada)

Erkin Navruzov (National
University of Uzbekistan,
Uzbekistan)

Maryam Heidari and
EswaraChandraSai
Pamidimukkala (George
Mason University, USA)

Lutfun Nahar, Farzana Tasnim,
Zinnia Sultana and Farjana
Akter Tuli (International
Islamic University Chittagong,
Bangladesh)

Maryam Heidari, Michael
Thompson, Thao Tran,
Ghadah Alshabana and
Ashritha Chitimalla (George
Mason University, USA)

Hosam Alamleh (University of
North Carolina Wilmington &
Louisiana Tech University,
USA); Ali Abdullah S.

197

203

210

218

223

230



37

38

39

40

41

42

Data Centric DAO: When
Blockchain Reigns Over the
Cloud

Algorithmic Analysis of the
System Based on the
Functioning Table and
Information Security

Using Algorithmic Modeling
to Control User Access
Based on Functioning Table

Sensory Data Fusion Using
Machine Learning Methods
for In-Situ Defect
Registration in Additive
Manufacturing: A Review

Unmanned Aerial Vehicle
Control Using Hand
Gestures and Neural
Networks

Feature Selection
Algorithm Characterization
for NIDS Using Machine

AlQahtani (North Carolina
A&T State University, USA);
Baker Al Smadi (Grambling
State University, USA)

Kamal Azghiou (Mohammed
First University & El team,
Morocco); Ibrahim Mehdi
(University Mohammed 1,
Morocco); Moussaab Sbai
(Mohammed First University
(UMP), Morocco); Mohamed
Mazlin (Université
Mohammed Premier &
ENSAO, Morocco)

Inomjon Yarashov (National
University of Uzbekistan,
Uzbekistan)

Islambek Saymanov and
Inomjon Yarashov (National
University of Uzbekistan,
Uzbekistan)

J Akhavan (Stevens Institute of
Technology, USA); Souran
Manoochehri (Chair of Dept
ME, Stevens Institute of
Technology)

Rocio Alba-Flores and Jack
Nemec (Georgia Southern
University, USA)

Jyoti Verma (Punjabi
University Patiala & Punjab
Institute of Technology, India);

234

241

246

251

261

265



43

44

45

46

47

48

and Deep Learning

An Approach to Design
Keyboard and Mouse
Assisting Device for
Handicap Users

Design of Monitoring
System for Respiratory
Diagnosis

Enhanced DV-Hop Node
Localization Algorithm
Based on Nearest
Neighbour Distance and
Hop-Count Evaluation in
WSNs

An Exploration of
Mis/Disinformation in
Audio Format

Disseminated in Podcasts:

A Case Study of Spotify

Same Form, Different
Payloads: A Comparative

Vector Assessment of DDoS
and Disinformation Attacks

Mathematical Modeling of

Abhinav Bhandari (Punjabi
University, India); Gurpreet
Singh (Maharaja Ranjit Singh
Punjab Technical University,
India)

Kamran Hameed (Imam
AbdulRahman Bin Faisal
UNiversity, Saudi Arabia);
Syed Mehmood Ali and Uzma
Ali (Imam Abdulrahman Bin

Faisal University, Saudi Arabia)

Kamran Hameed (Imam
AbdulRahman Bin Faisal
UNiversity, Saudi Arabia);
Sana ljlal Shahrukh and ljlal
Shahrukh Ateeq (Imam
Abdulrahman Bin Faisal
University, Saudi Arabia)

Kanika Sood (NITTTR,
Chandigarh, India); Kanika
Sharma (Punjab University,
India); Amod Kumar (CSIR-
Central Scientific Instruments
Organisation, India)

Kevin Matthe Caramancion

(University at Albany, SUNY,
USA)

Kevin Matthe Caramancion
(University at Albany, SUNY,
USA)

Kuvonchbek Rakhimberdiev

32

2172

278

286

293

299

305



49

50

o1

52

53

Credit Scoring System
Based on the Monge-
Kantorovich Problem

Forecasting Model
Comparison for Soil
Moisture to Obtain Optimal
Plant Growth

Detection and Quantitative
Prediction of Diplocarpon
Earlianum Infection Rate in
Strawberry Leaves Using
Population-Based
Recurrent Neural Network

Lower-Limb Exoskeleton
Systems for Rehabilitation
And/Or Assistance: A
Review

Deep Learning: An
Empirical Study on Kimia
Path24

Biomechanical Prosthesis
With EMG Signal

33

(National University of
Uzbekistan Named After
Mirzo Ulugbek & Nuuz,
Uzbekistan)

Sachintha Balasooriya (Kyoto
University of Advance
Sciences, Japan); Lasith
Yasakethu (Sri Lanka
Technological Campus, Sri
Lanka)

Oliver John Alajas, Ronnie
Concepcion Il, Argel Bandala,
Edwin Sybingco and Ryan
Rhay P. Vicerra (De La Salle
University, Philippines); Elmer
P. Dadios (Philippines,
Philippines); Christan
Mendigoria, Heinrick Aquino
and Leonard Ambata (De La
Salle University, Philippines);
Bernardo Duarte (University
of Lisbon, Portugal)

Dana Terrazas-Rodas, Lisbeth
Rocca-Huaman, César
Ramirez-Amaya and Angel E.
Alvarez-Rodriguez
(Universidad Tecnoldgica del
Peru, Peru)

Shaikh Rahman and Hayden
Wimmer (Georgia Southern
University, USA); Loreen

Powell (Bloomsburg University

of Pennsylvania, USA)

Deyby Huamanchahua
(Universidad de Ingenieria 'y

312

319

327

334

343



54

55

56

57

58

59

60

61

Acquisition for Patients
With Transradial
Amputation

Bangla Handwritten
Character Recognition
Method

The Iso-RSA Cryptographic
Scheme

The Iso-EIGamal
Cryptographic Scheme

Connected and
Autonomous Vehicles
Against a Malware Spread:
A Stochastic Modeling
Approach

Cassava Leaf Disease
Detection Using Deep
Learning

loT-Based DDoS on Cyber
Physical Systems: Research
Challenges, Datasets and
Future Prospects

Resilience Evaluation of
Cyber Risks in Industrial
Internet of Things

Detecting Various Chemical
Samples and Cancer Cells
With a Bio-Chemical Sensor
by Using LNOI Based
Optical Micro Ring

Tecnologia - UTEC, Peru); Luis
Alberto Huaman Lévano
(Universidad Continental,
Peru)

Lutfun Nahar (International
Islamic University Chittagong,
Bangladesh)

Mamadou | Wade (Howard
University, USA)

Mamadou | Wade (Howard
University, USA)

Manal El Mouhib (El Research
Team, Morocco); Kamal
Azghiou (Mohammed First
University & El team,
Morocco); Abdelhamid Benali
(El Research Team, Morocco)

Manick Manick and Jyoti
Srivastava (NIT Hamirpur,
India)

Manish Snehi and Abhinav
Bhandari (Punjabi University,
India)

Mayer Fernandes Silva
(Brazil); Herman Lepikson
(CIMATEC, Brazil)

Md Ashif Uddin (Khulna
University, Bangladesh);
Uzzwal Kumar Dey (Khulna
University of Engineering &
Technology, Bangladesh);

350

355

365

373

379

387

395

401



62

63

64

65

66

Resonator (OMRR)

Proposing A Cloud and
Edge Computing Based
Decision Supportive
Consolidated Farming
System by Sensing Various
Effective Parameters Using
loT

Artificial Magnetic
Conductor Unit Cell Design
Using Machine Learning
Algorithms

Development of an loT-
Based Low-Cost Multi-
Sensor Buoy for Real-Time
Monitoring of Dhaka Canal
Water Condition

A High Gain Cascaded DC-
DC Boost Converter for
Electric Vehicle Motor
Controller and Other
Renewable Energy
Applications

Performance Evaluation of
Secured Blockchain-Based
Patient Health Records
Sharing Framework

Moriom Akter (Khulna
University, Bangladesh)

Md Ashif Uddin (Khulna
University, Bangladesh);
Uzzwal Kumar Dey (Khulna
University of Engineering &
Technology, Bangladesh);
Moriom Akter (Khulna
University, Bangladesh)

Tasfia Nuzhat (Chittagong
Independent University,
Bangladesh); Md Nazmul
Hasan (The University of
British Columbia, Canada)

Ikbal Hasan, Malobika
Mukherjee, Rumi Halder and
Farzana Yeasmin Rubina
(Independent University,

Bangladesh, Bangladesh); Md.

Abdur Razzak (Independent
University, Bangladesh)

Md. Rezanul Haque
(Independent University,
Bangladesh); K. M. A. Salam
(North South University,
Bangladesh); Md. Abdur
Razzak (Independent
University, Bangladesh)

Meryem Abouali (City College
of New York, USA); Kartikeya
Sharma (City University of
New York, USA); Oluwaseyi
Ajayi (Vaughns College of
Aeronautics and Technology,
USA & City College of New

35

407

413

420

426

431



67

68

69

70

71

Input Fuzzing for Network-
Based Attack Vector on
Smartphones

Developments Pertaining
to the Characteristics of the
Sites of HIV Integration
Highlighting Its Role in
Clinical Research and Its
Future With Al: A Review

Design and Development of
a Smart Garage Door
System

IronMan: An Android-Web
Based Application for
Laundry Services

A Brief Overview on
Security Challenges and
Protocols in Internet of
Things Application

York, USA); Tarek Saadawi
(The City University of New
York/The City College, USA)

Hosam Alamleh (University of
North Carolina Wilmington &
Louisiana Tech University,
USA); Micah Noyes (University
of North Carolina Wilmington,
USA)

Minakshi Boruah and Ranjita
Das (NIT Mizoram, India)

Mohamed Imran Mohamed
Ariff and Farah Diyana
Mohamad Fadzir (UiTM
Cawangan Perak, Kampus
Tapah, Malaysia); Noreen lzza
Arshad (Universiti Teknologi
Petronas, Malaysia)

Mohammad Moshfique
Uddin, Rohit Roy, Saima Alam
Miduri and Rashedur M
Rahman (North South
University, Bangladesh)

Gajjala Savithri (YSR
Architecture and Fine Arts
University, India); Bhabendu
kumar Mohanta (GITAM
Deemed to Be University,
India); Mohan Kumar Dehury
(Koneru Lakshmaiah
Education Foundation, India)

36

438

442

449

455

463



72

73

74

75

76

77

Brain Waves Pattern
Recognition Using LSTM-
RNN for Internet of Brain-
Controlled Things (loBCT)
Applications

Low-Power and High Speed
SRAM for Ultra Low Power
Applications

Smart Home Automation
loT System for Disabled
and Elderly

loT-Based Smart Hospital
Using Cisco Packet Tracer
Analysis

Simulators and Testbeds
for lloT Development and
Validation

Image Captioning-
Bangladesh's Heritage
Perspective Using Deep
Learning

Mokhles Mawlood Abdulghani
(University of North Dakota,
Canada); Farah Fargo (Intel,
USA); Haider Khaleel Raad
(Xavier University, USA);
Olivier Franza (Intel, USA)

Neha Meshram and Govind
Prasad (llIT Naya Raipur,
India); Divaker Sharma (Jamia
Millia Islamia- A Central
University, India); Bipin
Chandra Mandi (DSPM IIIT
Naya Raipur, India)

Nesreen Alsbou (University of
Central Oklahoma, USA);
Naveen Thirunilath (UCO,
USA); Imad Ali (University of
Oklahoma Health Sciences
Center, USA)

Nesreen Alsbou (University of
Central Oklahoma, USA);
Dakota Price (UCO, USA);
Imad Ali (University of
Oklahoma Health Sciences
Center, USA)

Nicholas J Jeffrey (University
of Oviedo, Canada); Qing Tan
(Athabasca University,
Canada); Jose R. Villar
(University of Oviedo, Spain)

Sarowar Alam, Khalidul Islam,
Nishat Sharmila, Ziaur
Rahman Sovon and Rashedur
M Rahman (North South

470

475

481

486

491

496



78

79

80

81

82

Audio Band Analog Signal
Measurement Instrument
for Vocational School
Practicum Aids

Enhancing SARS-CoV-2
Variants Research With
Blockchain Architecture

Convolutional Neural
Network Structure to
Detect and Localize CTC
Using Image Processing

FPGA Implementation of
Phase Recovery Technique
for Complex Transforms

VLSI Implementation of a
Real-Time Modified

38

University, Bangladesh)

Nyoman Karna, Ridha Negara,
Bagus Aditya and Adinda
Fatkhah Gifary (Telkom
University, Indonesia); Dewa
Rahyuni (Universitas
Padjajaran, Indonesia)

Oluwaseyi Ajayi (Vaughns
College of Aeronautics and
Technology); Tarek Saadawi
(The City University of New
York/The City College, USA)

Shorouq Al-Eidi (Memorial
University of Newfoundland,
Canada); Omar Darwish
(Eastern Michigan University,
USA); Ghaith Husari (East
Tennessee State University,
USA); Yuanzhu Chen (Queen's
University, Canada);
Mahmoud Elkhodr (Central
Queensland University,
Australia)

Poorvi Bhaskar (SRM Institute
of Science and Technology,
Kattankulathur, Tamil Nadu,
INDIA, India); Yuvaraj S
(SRMIST, India); Palanisamy P
(National Institute of
Technology, Tiruchirappalli &
NIT, Trichy, India);
Thilagavathy R (NIT Trichy,
India)

Pradyut Kumar Sanki (SRM
University-AP, India); Bevara

504

510

517

524

530



83

84

85

86

87

Decision-Based Algorithm
for Impulse Noise Removal

Envisioning A Light-Based
Quantum-Computational
Nano-Cyborg

Smart Irrigation Systems:
Soil Monitoring and
Disease Detection for
Precision Agriculture

Bimetals (Au-Pd, Au-Pt)
Loaded WO3 Hybridized
Graphene Oxide FET
Sensors for Selective
Detection of Acetone

Intelligent Reflecting
Surfaces in UAV-Assisted
6G Networks: An Approach
for Enhanced Propagation
and Spectral Characteristics

Intelligent Reflecting
Surfaces for Multi-Access
Edge Computing in 6G
Wireless Networks

Vasudeva (SRMAP,
AMARAVATI, India);
Medarametla Depthi Supriya,
Devireddy Vignesh, Peram
Bhanu Sai Harshath and
Sravya Kuchina (SRM
University AP, India)

Pravir Malik (Deep Order
Technologies, USA)

Premsai Peddi and Anuragh
Dasgupta (Birla Institute of
Technology and Science Pilani,
Dubai Campus, UAE, United
Arab Emirates); Vilas H
Gaidhane (Birla Institute of
Technology and Science Pilani,
Dubai Campus, UAE, India)

Radha Bhardwaj (BITS, Pilani,
India)

Mobasshir Mahbub
(Ahsanullah University of
Science and Technology,
Bangladesh); Raed Shubair
(New York University (NYU)
Abu Dhabi, United Arab
Emirates)

Mobasshir Mahbub
(Ahsanullah University of
Science and Technology,
Bangladesh); Raed Shubair
(New York University (NYU)

540

548

555

560

566



88

89

90

91

92

93

94

Probing the States Around
the Charge Neutrality Point
of Reduced Graphene
Oxide With Time-Resolved
Gated Kelvin Probe Force
Microscopy

Broadband Printed Dipole
Antennas

SQL ChatBot - Using
Context Free Grammar

Multiobjective Optimal
Control of Power Electronic
Loads in Small Scale Power
Systems

Explicite Model of a Wheel-
Soil Interaction Over a
Rough Terrain Using
Terramechanics Low

Optimal Inventory Policy in
Oil Transportation: A Case
Study

Simulating Software
Support Delays in a 24/7
Environment Using

Abu Dhabi, United Arab
Emirates)

Ragul S (Sardar Patel Road &
[IT Madras, India); Soumya
Dutta and Debdutta Ray

(Indian Institute of Technology

Madras, India)

Rajendra Ghosh (Vidyasagar
University, India)

Rajvardhan Patil, Sorio Boit
and Nathaniel Bowman
(Grand Valley State University,
USA)

Ramitha Kalhara Dissanayake
(University of Peradeniya, Sri
Lanka); Amal Wimalarathna
(RMIT University, Australia);
Anushka Dissanayake
(Schweitzer Engineering
Laboratories, USA)

Rania Majdoubi (Mohammed
V University in Rabat & LCS
Laboratory, Faculty of
Sciences, Mohammed V
University in Rabat, Morocco)

Rasha Kashef (Ryerson
University, Canada); Shuo Xu
(Adastra North America,
Canada)

Rasha Kashef (Ryerson
University, Canada); Shabbir
Mirza (TD Canada Trust,

40

572

579

587

594

600

607

613



95

96

97

98

99

100

Discrete Event Simulation

Intelligent Feature
Selection on Multivariate
Dataset Using Advanced
Data Profiling

Optimization of Subsurface
Imaging Antenna
Capacitance Through
Geometry Modeling Using
Archimedes, Lichtenberg
and Henry Gas Solubility
Metaheuristics

Employing Nonlinear
Model Based PI Like
Controller for the Time
Varying System

A Novel Multifaceted Deep
Learning-Based Mobile
Application for Accurate
and Efficient Waste
Classification and Increased
Composting Engagement in
Communities

Remote Elemental Analysis

System for Liquid Using
Sonoluminescence

Detailed Bond Graph

Canada)

Ritu Chaturvedi (University of
Guelph, Canada); Vandana
Patnaik (Mass General
Brigham, Boston, MA, Canada)

Adrian Genevie G. Janairo,
Jonah Jahara Baun, Ronnie
Concepcion Il, R-jay Relano,
Kate G Francisco, Mike Louie
Enriquez, Argel Bandala, Ryan
Rhay P. Vicerra and
Melchizedek Alipio (De La
Salle University, Philippines);
Elmer P. Dadios (Philippines,
Philippines)

Atanu Panda (IEM, India);
Samrat Banerjee and Indrajit
Pandey (Techno International
New Town, India); Parijat
Bhowmick (IIT Guwahati,
India)

Samyak Shrimali (Jesuit High
School, USA)

Sardini Sayidatun Nisa
Sailellah, Hideharu Takahashi
and Hiroshige Kikura (Tokyo
Institute of Technology,
Japan)

Sayed Arash Omidi, Rideout

619

625

633

637

642

648



101

102

103

104

105

Modeling of PV-Battery
System

Design and Simulate a 500
MW Grid-Connected PV
Farm for Labrador

Coordinated Motion and
Force Control of Multi-
Rover Robotics System
With Mecanum Wheels

Analysis of the Influence of
Factors on Flight Delays in
the United States Using the
Construction of a
Mathematical Model and
Regression Analysis

Construction of a Factor
Model Focused on the
Reduction of Difficulties in
Road Traffic

Theoretical Foundations of
the Development Strategy
of the Organization for the
Production of the
Refrigeration Equipment

42

Geoff and Mohammad Tariq
Igbal (Memorial University of
Newfoundland, Canada)

Sayed Arfat Alam Quadri,
Mohamad Mahdi Baalbaki,
Andrew Chacko and
Mohammad Tariq Igbal
(Memorial University of
Newfoundland, Canada)

Serdar S Kalaycioglu (Toronto
Metropolitan University &
Canadian Space Research Inc.,
Canada)

Sergei Kurashkin, Timofey
Kireev, Vladislav Kukartsev,
Alesya Pilipenko, Anastasiya
Rukosueva and Viktor Suetin
(Reshetnev Siberian State
University of Science and
Technology, Russia)

Sergei Kurashkin, Natalia
Fedorova, Aleksander
Myrugin, Elena Filushina, Yuriy
Seregin, Elena Vaitekunene
and Yuriy Danilchenko
(Reshetnev Siberian State
University of Science and
Technology, Russia)

Sergei Kurashkin, Aleksander
Myrugin, Elena Filushina, Yuriy
Seregin, Natalia Fedorova,
Elena Vaitekunene and Dmitrij
Eremeev (Reshetnev Siberian
State University of Science
and Technology, Russia)

655

663

672

677

683



106

107

108

109

Methods and Tools for
Developing an Organization
Development Strategy

Practical-Oriented Method
of Development of Strategy
of Development of a
Production Enterprise

Road Map "TechNet"
National Technological
Platform

Analysis of Data in Solving
the Problem of Reducing
the Accident Rate Through
the Use of Special Means
on Public Roads

Sergei Kurashkin, Vladislav
Kukartsev, Elizaveta Shutkina,
Kristina Moiseeva, Ekaterina
Volneikina and Timofey Kireev
(Reshetnev Siberian State
University of Science and
Technology, Russia)

Sergei Kurashkin, Vladislav
Dmitriev, Kristina Moiseeva,
Alexander Korostelev and
Alexander Stashkevich
(Reshetnev Siberian State
University of Science and
Technology, Russia)

Sergei Kurashkin (Reshetnev
Siberian State University of
Science and Technology,
Russia); Alena Stupina
(Siberian Federal University,
Russia); Natalia Fedorova,
Yuriy Danilchenko, Dmitrij
Eremeev, Elena Vaitekunene
and Yuriy Seregin (Reshetnev
Siberian State University of
Science and Technology,
Russia)

Sergei Kurashkin and Vladislav
Kukartsev (Reshetnev Siberian
State University of Science
and Technology, Russia);
Anton Mikhalev (Siberian
Federal University, Russia);
Alexander Stashkevich,
Kristina Moiseeva and Igor
Kauts (Reshetnev Siberian
State University of Science

690

698

705

712



110

111

112

113

Establishment of a Model
for Managing
Organizational Attendance
Based on Data Analysis

Using UML to Describe the
Development of Software
Products Using an Object
Approach

loT-Based Cyber-Physical
Distribution System
Planning

The Million Improvised

and Technology, Russia)
Sergei Kurashkin and Viktor
Suetin (Reshetnev Siberian
State University of Science
and Technology, Russia);
Anton Mikhalev (Siberian
Federal University, Russia);
Alexander Korostelev
(Reshetnev Siberian State
University of Science and
Technology, Russia); Vladimir
Grishko (Siberian Federal
University, Russia)

Sergei Kurashkin and Evgeniya
Semenova (Reshetnev
Siberian State University of
Science and Technology,
Russia); Vadim Sergeevich
Tynchenko (Reshetnev
Siberian State University of
Science and Technology &
Siberian Federal University,
Russia); Sofya Chashchina,
Viktor Suetin and Alexander
Stashkevich (Reshetnev
Siberian State University of
Science and Technology,
Russia)

Shaben Kayamboo and Biplob
Ray (Central Queensland
University, Australia);
Narottam K. Das
(CQUniversity Australia,
Australia); Mary Tom (Central
Queensland University,
Australia)

Shahriar Khan (Independent

44

716

722

726

732



114

115

116

117

118

119

120

Electric Rickshaws in
Bangladesh; Preliminary
Survey and Analysis

The USB Powered
Miniature Tesla Coil, With
the Filament Bulb,
Fluorescent Lamp and
Discharge to Body

The Improvised Three-
Wheeler Electric Vehicle
Solutions in Bangladesh:
Equipment and
Experimental Waveforms

The Small 3-Wheeler
Electric Vehicle Solutions in
Bangladesh; Survey,
Progress and
Documentation

Analog Front-End CMOS
Temperature Sensor
Interface for Optogenetic
Devices

A High-Order Temperature-
Compensated Bandgap
Voltage Reference With
Low Temperature
Coefficient

FPGA Implementation of
Artificial Neural
Network(ANN) for ECG
Signal Classification

Dynamic Modelling and

45

University, Bangladesh)

Shahriar Khan (Independent
University, Bangladesh);
Simoom Rahman
(Independent University,
Bangladesh, Bangladesh)

Shahriar Khan (Independent
University, Bangladesh)

Shahriar Khan (Independent
University, Bangladesh)

Shahrzad Mohammad
Ghasemi and Soliman
Mahmoud (University of
Sharjah, United Arab
Emirates)

Shalin Huang, Mingdong Li,
Peng Yin and Fang Tang

(Chongging University, China)

Shatharajupally Vinaykumar
(NIT, Trichy, India);
Thilagavathy R (NIT Trichy,
India)

Sheikh Usman Uddin and

739

746

753

761

766

771

e



121

122

123

124

125

126

Analysis of Solar Powered
Reverse Osmosis
Desalination System for
Pakistan Using the Bond
Graph Model

Design and Analysis of a
Solar Powered Water
Filtration System for a
Community in Black Tickle-
Domino

Reconfigurable Star-Delta
VBR Induction Machine
Model for Predicting Soft-
Starting Transients

Comparative Analysis of
Deep Learning and
Machine Learning
Techniques for Power
System Fault Type
Classification and Location
Prediction

Machine Learning
Approach to Predict Road
Accidents in the United
States

Dynamic Simulation of a
Microgrid System for a
University Community in
Nigeria

Design of a Computer

Rideout Geoff (Memorial
University of Newfoundland,
Canada)

Sheikh Usman Uddin,
Onyinyechukwu Chidolue,
Abdul Azeez and Mohammad
Tariq Igbal (Memorial
University of Newfoundland,
Canada)

Sheraz Baig and Taleb
Vahabzadeh (The University of
British Columbia, Canada);
Seyyedmilad Ebrahimi and Juri
Jatskevich (University of
British Columbia, Canada)

Sivaramarao Bodda and Anijali
Thawait (11T Bhilai, India);
Prashant Agnihotri (Indian
Institute of Technology Bhilai,
India)

Maryam Heidari, Sri
Siddhartha Reddy, Yen Ling
Chao and Lakshmi Praneetha
Kotikalapudi (George Mason
University, USA)

Stephen Ogbikaya and

Mohammad Tariq Igbal
(Memorial University of
Newfoundland, Canada)

Surya Kant (National Institute

46

783

789

796

805

811

818



127

128

129

130

131

132

133

Stereo Vision Based Road
Marking System

A Machine Learning
Approach for the Early
Detection of Dementia

Semantic Segmentation
Using Modified U-Net for
Autonomous Driving

Performance Analysis of a
New Non-Contact,
Potentiometric Angle
Sensor

Identifying Functional and
Non-Functional Software
Requirements From User
App Reviews

Studying-Alive: A Holistic
Wellness Application for
College Students

A Review of Cognitive

Dynamic Systems and Its
Overarching Functions

Balancing Sampling

of Technical Teachers Training
and Research, India); Amod
Kumar (CSIR-Central Scientific
Instruments Organisation,
India); Garima Saini (NITTTR,
India)

Sven Broman, Elizabeth
O'Hara and Md L Ali (Rider
University, USA)

T Sugirtha (National Institute
of Technology Tiruchirappalli
Tamilnadu India, India); M.
Sridevi (National Institute of
Technology, India)

Utpol Tarafdar (National
Institute of Technology,
Calicut, Kerala, India); Mithun
Sakthivel (National Institute of
Technology Calicut, India)

Dev Dave and Vaibhav Anu
(Montclair State University,
USA)

Natasia Fernandez and
Vaibhav Anu (Montclair State
University, USA)

Waleed Hilal, Alessandro
Giuliano and Stephen Andrew
Gadsden (McMaster
University, Canada); John
Yawney (Adastra Corporation,
Canada)

Wenwu Deng (University of

825

831

838

845

851

858

868



134

135

136

137

Frequencies for Multi-
Modality loT Systems:
Smart Shoe as an Example

Enhanced Photon
Detection Probability
Model for Single-Photon
Avalanche Diodes in TCAD
With Machine Learning

Design of an Automated
Manure Collection System
for the Production of
Biogas Through
Biodigesters

Design of an Automated
Feeding and Drinking
System for Turkeys at
Different Stages of Their
Development

Automated Design of a
Cleaning Machine and an
Environmental

Temperature Controller for

Guinea Pig Houses

Science and Technology of
China, China); Kangyu Chen
(The First Affiliated Hospital of
USTC, China); Qijun Ying and
Jingyuan Cheng (University of
Science and Technology of
China, China)

Xuanyu Qian, Wei Jiang and
M. Jamal Deen (McMaster
University, Canada)

Jhon Rodrigo Ortiz Zacarias,
Iraiz Quintanilla Mosquera,
Jesus Eduardo Rosales Fierro,
Sliver Del Carpio Ramirez,
Carlos Coaquira Rojo, Yadhira
Sambhira Valenzuela Lino and
Nabilt Moggiano (Universidad
Continental, Peru)

Deyby Huamanchahua
(Universidad de Ingenieria 'y
Tecnologia - UTEC, Peru);
Yadhira Samhira Valenzuela
Lino, Jesus Eduardo Rosales
Fierro, Jhon Rodrigo Ortiz
Zacarias, Nabilt Moggiano and
Carlos Coaquira Rojo
(Universidad Continental,
Peru)

Jhon Rodrigo Ortiz Zacarias,
Yadhira Samhira Valenzuela
Lino, Yossef Rojas Tapara,
Sliver Del Carpio Ramirez,
Carlos Coaquira Rojo and
Frank Zarate Pefa

875

881

887

893



138

139

140

141

142

(Universidad Continental,
Peru)

Machine Learning Yessi Jusman (Universitas
Performances for Covid-19 Muhammadiyah Yogyakarta,
Images Classification Based Indonesia); Wikan Tyassari
Histogram of Oriented (University of Muhammadiyah
Gradients Features Yogyakarta, Indonesia); Difa
Nisrina, Fahrul Galih Santosa
and Nugroho Abdi Prayitno
(Universitas Muhammadiyah
Yogyakarta, Indonesia)

Multilayer Aperture Mohan K N (Vellore Institute
Coupled Single Band of Technology, Vellore, India);
Second Order Bandpass Yogesh Kumar Choukiker (VIT
Patch Resonator University, India)

Analysis and Evaluation of  Yuri L. Silva, Elvis Supo, Milton

A Eod Robot Prototype Amadeo Ccallata, Jesus
Mamani, Mario Betancur,
Brunno Pino, Pablo Pari and
Erasmo Sulla (Universidad
Nacional de San Agustin de
Arequipa, Peru)

A Model of Classification of = Aleksandr V. Belov and Maria

Consumers on the Retail Monina (National Research

Electricity Market University Higher School of
Economics, Russia); Zhenisgul
Rakhmetullina (D. Serikbayev
East Kazakhstan State
Technical University,
Kazakhstan)

Ontology Construction of Zuohai Chen (Qilu University
City Hotline Service for of Technology, China)

Urban Grassroots

Governance

49

898

904

908

914

920



143

144

145

146

147

148

Leg Geometry Optimization
of Thermoelectric Cooler to
Maximize COP Through

Gaussian Process Modelling

A Sliding Mode Based Finite
Time Consensus Protocol

for Heterogeneous Multi
Agent UAS

Improving Accessibility of
Remote Drone Control
With a Streamlined
Computer Vision Approach

Terminal Sliding Mode
Control(TSMC) Based
Cooperative Load
Transportation Using
Multiple Drones

Mechanical and Electronic
Design of a Prototype of a
Modular Exoskeleton for
Lower-Limbs

Algorithmic Formalization
of Risk Synthesis Based on

Ethan Robyn V. Ebuen, La 930
Verne Certeza, Johannes Kurt

Tecson, Jowen Louis

Francisco, Carl Vincent

Villanueva and Jomar Lord

Cauton (University of Santo

Tomas, Philippines)

Madhumita Pal (Institute of 939
Engineering & Management,

Kolkata, India); Titas Bera

(Tata Consultancy Services,

India)

Evan Lowhorn (Georgia 946
Southern University, USA)

Subhojit Das (Institute of 951
Engineering & Management,

India); Madhumita Pal

(Institute of Engineering &
Management, Kolkata, India);

Sagnik Banerjee, Souhardya

Das, Rishav Kumar, Sudhanshu

Shekhar and Shreyan Ghosh

(Institute of Engineering &
Management, India)

Deyby Huamanchahua 960
(Universidad de Ingenieria y

Tecnologia - UTEC, Peru);

Yerson Taza Aquino

(Universidad Continental,

Peru)

Inomjon Yarashov (National 966
University of Uzbekistan,



149

150

151

152

153

154

Functioning Table

Intelligent Monitoring and
Control of Wind Turbine
Prototype Using Internet of
Things (loT)

Sentiment Analysis and NLP
Models for Identifying
Biases of Online News
Stations

Customer Relationship
Analysis to Improve
Satisfaction Rate in Banking

Machine Learning Models
for Mental Health Analysis
Based on Religious Impact

A Survey on the Jamming
and Spoofing UAV Network
Attacks and How Machine
Learning is an Effective
Against Them

Highly Sensitive Hydrogen
Gas Sensor Based on
Fe203: ZnO
Nanostructured Thin Film

Uzbekistan)

Pallav Dutta, Md Jishan Ali and
Ashim Mondal (Aliah
University, India)

Maryam Heidari, Anuska
Acharya and Grace Cox
(George Mason University,
USA)

Maryam Heidari (George
Mason University, USA)

Maryam Heidari, Waseem
Ashraf and Krishnasri Dontha
(George Mason University,
USA)

Faisal Alrefaei (Embry-Riddle
Aeronautical University, USA);
Abdullah Alzahrani (Oakland
University, USA)

Mikayel Seryozha Aleksanyan
(Centre of Semiconductor
Devices and
Nanotechnologies, Armenia);
Artak Sayunts, Gevorg
Shahkhatuni, Zarine Simonyan
and Gohar Shahnazaryan
(Center of Semiconductor
Devices and
Nanotechnologies, Armenia);
Vladimir Aroutiounian
(Yerevan State University,

970

976

985

995

1001

1008



155

156

157

158

A Review on Trends in the
Northern Virginia (NOVA)
Housing Market and
Understanding Home
Characteristics for ML
Models

Preliminary Results on
Analyzing Credit Card Fraud
Detection

Airbnb Data Analysis of
Florida Real Estate

Use Machine Learning
Technologies in E-Learning

52

Armenia)

Maryam Heidari, Bethlehem
Belaineh, Ryan Thomas, Omar
Janjua and Paul Karcic (George
Mason University, USA)

Maryam Heidari and Arthi
Reddy Kotha (George Mason
University, USA)

Maryam Heidari, Geetna
Penmatsa and Keerthana
Vallamkonda (George Mason
University, USA)

Taslina Akter (1UB,
Bangladesh)

1013

1022

1029

1035



IEMTRONICS 2022 (International IOT, Electronics and Mechatronics Conference)

Integrating Mechanistic Information to Predict
Drug-Drug Interactions and Associated Relevance for
Decision Support

Adeeb Noor
Department of Information Technology, Faculty of Computing and Information Technology
King Abdulaziz University
Jeddah 80221, Saudi Arabia

arnoor@kau.edu.sa

Abstract—While computational methods offer great potential
in predicting drug-drug interactions (DDIs), such predictions as
of yet have limited utility in supporting clinical decision-making;
in particular, there exists especial difficulty in deriving
interaction mechanisms from the vast abundance of available
information on potential DDIs. Here, we present a
backward-chaining inference algorithm that operates on a
knowledge graph integrating multiple types of mechanistic
information, from metabolizing enzymes to genetic variants.
Given two drugs of interest, this algorithm applies complex rules
to identify evidence supporting their potential interaction, which
in turn suggests their mechanism of interaction. An evaluation of
the ruleset using two widely-used drugs with a suspected
interaction, the antibiotic levofloxacin and the chemotherapeutic
irinotecan, successfully identified pharmacological and
biomedical features that support and may explain their
interaction. This algorithm represents a first step toward
effectively assessing the clinical relevance of identified DDIs, and
of identifying pairs of interacting drugs that may be validated in
the experimental setting to support clinical decision-making and
ultimately improve medication safety.

Keywords—artificial intelligence, decision support, rule-based
inference, knowledge graph, drug-drug interactions

I. INTRODUCTION

Adverse drug events contribute to patient morbidity,
mortality, and healthcare costs, and are becoming of greater
concern as the role of drug therapy expands and polypharmacy
becomes more frequent. These include drug-drug interactions
(DDIs), for example, toxicity or reduced efficacy, which may
result when a patient is co-administered two or more drugs. In
the US alone, DDIs were implicated in 231,000 emergency
room visits in a 26-month period [1] and nearly a quarter of
hospital admissions [2]. Accordingly, there is great interest in
using available computational resources and published
material to 1) efficiently identify combinations of drugs that
can produce clinically meaningful effects and 2) effectively
share that information with clinicians so as to make decisions
that minimize patient risk. Realizing both of these objectives
at once is challenging for extant methods of identifying DDIs.

Classically, DDI discovery has been carried out by means
of single-pathway studies using either in vivo or in vitro
approaches. These have often focused on cytochrome enzymes

(CYPs) and disregarded other possible interaction
mechanisms; in addition, most are undertaken during clinical
trials, hence typically consider few confounding factors and
involve small sample sizes [3]. Thus, while traditional
methods provide clinically meaningful information, they are
low-throughput and limited in scope, making for a
considerable bottleneck in DDI discovery. In silico methods of
DDI prediction have become of great interest as a solution to
this bottleneck. Such methods often begin with knowledge of
pharmacologic properties and statistical associations of drugs
with health outcomes; extant approaches have considered
numerous features [4], [5] and utilized a wide variety of
techniques [5]-[10]. However, they also have a common flaw
in producing vast lists of prospective DDIs with uncertain
clinical relevance. New tools are needed to resolve the critical
challenge of accurately identifying clinically meaningful
DDIs.

Here, we constructed a rule-based inference algorithm with
the goal of simultaneously predicting DDIs and explaining
their mechanisms, the better to elucidate the clinical
significance of any prospective interaction. Rule-based DDI
prediction systems have demonstrated considerable promise in
this regard [11]; the present algorithm improves on prior
efforts by simultaneously accounting for two different
mechanistic layers and sourcing supporting evidence from a
wide selection of available resources, thereby drawing upon an
expansive knowledge base and distilling it into meaningful
explanations of a prospective interaction. Thus, this algorithm
represents a key step forward in leveraging the abundance of
available information to efficiently identify DDI pairs with
prospective clinical relevance and appropriately prioritize
them for experimental validation.

II. METHODS

A. Creation of the knowledge graph

The inference algorithm applies rules on a knowledge
graph encompassing four core categories of information
relating to drug interaction mechanisms: biomolecular,
physiological, pharmacological, and genetic. Included
biomolecular and physiological information originated with
Gene Ontology terms, the National Drug File Reference
Terminology, and the National Cancer Institute Thesaurus
[12]-[14]. Genetic and pharmacological information were
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sourced in November 2021 from the Pharmacogenomics
Knowledge Base and DrugBank respectively [15], [16]. All
items in the graph were either included in the Unified Medical
Language System (UMLS) or were mapped to UMLS concept
unique identifiers [17]. All told, this graph represented six
kinds of mechanistic information: physiology, biological
processes, molecular functions, proteins, genes, and SNPs. To
validate the graph, we employed the Protégé tool to construct
an ontology and checked its consistency with the Pellet
reasoner [18], which determined it to be appropriately
consistent.

B. Development of the backward-chaining inference
algorithm

We developed a rule-based model of the mechanisms by
which drugs interact and used a backward-chaining inference
algorithm to identify potential interactions through
mechanisms. Emulating human decision-making, the
algorithm starts from a hypothesis (that a given drug pair
interacts), searches the knowledge graph for supporting
evidence defined according to a set of if-then rules, and finally
either accepts or rejects the hypothesis [19]. Our algorithm
considered two potential levels of interaction: convergent
pharmacological effects (inhibition or induction of a necessary
transporter or enzyme) and sharing of some features in the
four biomedical categories.

The ruleset employed by the algorithm was thus designed
to elucidate potential DDIs and the mechanism by which they
occur, illustrated in Fig. 1. These six rules were validated by a
clinician and specifically identified the following situations:

Layer 1: Pharmacological

e Inhibition of one drug by the other at metabolism or
transporter levels

e Induction of one drug by the other at metabolism or
transporter levels

Layer 2: Biomedical features

e The drug pair has a pharmacological target in common
e The drug pair have common biomolecular features

e The drug pair have common physiological pathways

e The drug pair have common influencing genetic
variations

A given pair of drugs were considered prospective
interactors if found to have any positive hit in the
pharmacological layer AND if they also fully shared features
within at least two of the four categories of the biomedical
layer.

C. Validation of predictions

To evaluate and validate the performance of the inference
algorithm in predicting drug interactions, we tested it on a pair
of drugs that are administered to cancer patients and that
evidence suggests have potential to interact. The first,
irinotecan, is an antineoplastic chemotherapy agent. The
second, levofloxacin, is a broad-spectrum quinolone antibiotic
frequently used to treat infections in cancer patients and, in
those at high risk of febrile neutropenia, as a
post-chemotherapy  prophylactic [20]. The respective
indications of these drugs mean they are likely to be
concurrently administered. In addition, both drugs have
well-documented pharmacokinetics profiles, which provide a
wealth of data for the algorithm to consider. While no study
has yet reported a conflicting interaction of irinotecan and
levofloxacin in practice, there is some indication that
concurrent administration of antineoplastic agents and oral
quinolone antibiotics may lead to reduced plasma
concentrations of the latter, and hence reduced therapeutic
effect [21], [22]. Thus, this drug pair constitutes a likely
candidate for interaction.

[ ] A A T T e ]
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I11. RESuULTS

Running the inference algorithm on the candidate
interactors levofloxacin and irinotecan successfully identified
potential mechanisms of interaction for these drugs on both
pharmacological and biomedical feature levels. On the
pharmacological level, the algorithm identified two proteins
that mutually interact with the two drugs. First, the
monooxygenase Cytochrome P450 Family 3 Subfamily A
Member 4 (CYP3A4) utilizes irinotecan as a substrate and is
inhibited by levofloxacin; and second, the transporter ATP
binding cassette subfamily B member 1 (ABCBI, also known
as P-glycoprotein) transports irinotecan and is inhibited by
levofloxacin. Thus, these proteins represent two points of
potential pharmacological conflict for this drug pair when
concurrently administered to a patient.

On the biomolecular feature level, our algorithm also
identified irinotecan and levofloxacin as sharing three
features. First, if a patient is allergic to either of the drugs,
administration of the other is also contraindicated; this
represents a shared reaction of the body to the two drugs.
Second, both drugs adversely affect DNA integrity, which
constitutes a shared biomedical impact. Third, the two drugs
have in common several classes of molecular groups and
structures such as benzene rings, hydroxyl compounds,
carboxylic acids and derivatives, hydroxyquinolines, and
others; hence, they share chemical characteristics, which may
relate to common interactions (as with CYP3A4) or effects of
the two drugs.

IV. DiscussioN

Current state-of-the-art methods for DDI prediction
typically yield associations on either pharmacodynamic or
pharmacokinetic bases alone; in addition, they consider few
features and reference only a fraction of the biomedical
resources available [23]-[25]. However, it is also true that
existing DDI resources frequently have little overlap in their
reported DDIs and may specialize in particular interaction
types or mechanisms [26]. Our algorithm thus stands apart
from extant methods in that it focuses on the process of
evaluation and leverages four different categories of potential
interactions to explore and explain DDI mechanisms on
multiple levels simultaneously. Applied to irinotecan and
levofloxacin as a case study, our algorithm identified two axes
through which those drugs may interact: on the
pharmacological level, mutual interactions with endogenous
proteins, namely the enzyme CYP3A4 and transporter
ABCBI, and on the biomedical feature level, commonalities
in three feature patterns.

As the incidence of polypharmacy increases, there is
potential for exponential growth in associated health risks
[27]. Tt is straightforward to contraindicate concurrent use for
drug pairs that have an overt adverse interaction documented
in a clinical setting; however, not all DDIs are necessarily
overt in their effects, and with the ever-increasing array of
drugs on the market and in development, it is not practical to
empirically test even a fraction of possible combinations. In
addition, as DDIs are an important consideration during drug
development and approval, it is imperative to be able to
predict interactions before a drug sees wide clinical use. Thus,

it is urgently necessary to understand not only reported but
also unobserved and potential DDIs and the mechanisms by
which they occur, which in turn necessitates the development
of new methods [6]. On top of this, it is essential to identify
the clinical relevance of a hypothesized interaction so as to
effectively inform regulatory and clinical decision-making.
The algorithm presented here represents a first step towards
development of a prediction tool that highlights prospective
explanatory mechanisms and can be used by clinicians as well
as researchers, and so may potentially bring substantial
decision support value to present practice.

While this algorithm utilizes a relatively simplistic
combined similarity determination in assessing sharing of
biomedical feature patterns, that very simplicity represents a
springboard on which future work can elaborate and expand.
For example, each biomedical feature is currently given the
same importance, with the implication that if drugs share a
greater number of shared features, there is greater concern of
their interaction [28]. As a basic premise this appears sound,
and the false alarms reasonably low despite only relatively low
similarity being required; however, there may be benefit in
employing more comprehensive in silico methods to enhance
or even replace the current similarity determination. Thus, our
work not only constitutes a solid proof of concept but offers
potential for further development that can help realize an
effective DDI prediction system with utility in accelerating
new drug approvals and facilitating clinical decision-making.
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Abstract— The reliability of the electrical network and the
need to minimize economic losses due to unexpected power
outages have led electricity distribution companies to introduce
diagnostic and preventive maintenance programs to assess the
condition of facilities under normal working and power
conditions in order to be able to react quickly in unexpected
conditions (fire and floods). The developed system is composed of
different types of sensors characterized by their very low power
consumption, which detect anomalies in the operation of medium
voltage (30Kv) and high voltage (220Kv) line installations located
in underground utility tunnels for electricity distribution.

This article describes and develops a very low power
communication system in the IoT field which improves the
energy efficiency of radio communications between sensor nodes
(WSN) by integrating systems that facilitate the operation of
multiple hops of the wake-up signal. This provides a longer
overall lifespan in comparison to other monitoring systems.

The developed WSN sensor network is installed and tested in
an underground service utility tunnel including medium and
high voltage transmission lines that belongs to the Endesa group
(ENEL) and is located in the city of Barcelona. A web-type user
environment has been designed to view the data sent by the
sensor network.

Keywords: Wake-up, Mesh network, IoT, Low-voltage charge
pump, WuRx and WuTx radio.

1. INTRODUCTION

Energy efficiency is one of the most important criteria in
the design of a wireless sensor network (WSN). Nowadays,

WSNs are applied in a wide range of fields, such as
environmental monitoring, machine surveillance, health
monitoring, and traffic control. However, sensor nodes are
generally battery-powered and therefore have a very limited
lifespan if power management is not performed. Some
problems found in most of the currently available applications
are the limited time of operation and the need for short-term
maintenance (change of batteries). Radio transmission and
reception are the two main sources of power consumption. So
when a node is up and waiting to receive data, it wastes energy
due to listening idle. Therefore, it is essential to investigate
new methodologies to avoid wasting the energy of the entire
node.

WSNs are typically operated across multiple hops to
provide an extended range of coverage. Multi-hop operation
must coordinate multiple nodes to allow data to pass through
each hop to the destination node, which requires sensor nodes
to switch from receive to transmit modes based on the
received trigger signal.

Through the efficient communication mechanisms in the
sensor nodes, you can turn off your radio and set your
microcontroller (MCU) to sleep power mode when it is idle
and wake it up when there are possible transmissions. To wake
up a sensor node, two methods can be used: a periodic sleep
method programmed by the microcontroller with the help of a
timer or the integration of an ultra-low power or passive
auxiliary radio called wake-up radio (WuRx) to the sensor
node waiting for the trigger signal sent by the trigger radio
transmitter (WuTx).

Basically, our aim is to design a multi-hop ultra-low power
sensor network in line topology, based on starting from the
WuRx passive auxiliary radio integration method. In order to
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carry out this method, the characteristics of currently existing
WuRx will be improved, so they can be integrated in

entation with a coverage range similar to the main radio.

The fact that these underground utility tunnels are not
straight along their entire route, having curves to the left and
to the right and unevenness, as well as the fact that they are
underground difficult the communication between nodes and
the output of information to the outside. In addition, inside the
underground tunnel, a local network of sensors that
communicates with an end point (gateway with internet
connection) should be created to process the data flow and
send it to the web server.

II. LOCATION OF WSN NODES

A mesh network, capable of routing data based on
DigiMesh [1], has been used as topology. Digimesh is an
alternative proprietary protocol to Zigbee [2], which uses
2.4GHz XBee S1 pro modules [3] that allow that Packet
routers can also sleep and can be synchronized with the rest
times of the Network. This technique consists in
synchronizing time periodically to save energy in the nodes of
the WSN network.

The underground utility tunnel has a route of 2.4 km. The
profile is shown in the following figure.

250 m 310 m

Loty Gularis 200 m

260 m

Fig. 1. Undergrown utility tunnel profile.

Fig. 2. Some photos of the underground utility tunnel route.

Currently, the network is made up of 27 nodes distributed
along 2.4 km, which is the total length of the tunnel. Each node

commercial [oT radios. In addition, this process is required to
achieve a multi-hop implem

works in the following way: firstly, the node takes
measurements and send them, then enroutes the packets sent
by other nodes to the network hub, and finally synchronizes
with the sleep times established by the network. The system is
divided into three sections, each section is made up of 9
DigiMesh sensor nodes and a gateway.-Figure 3 illustrates the
block diagram of a section of the implemented sensor
network.
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Fig. 3. General diagram of installed WSN

Most of the DigiMesh sensor nodes have been located
taking into account the need of measuring environmental
conditions in conflicting areas such as junction chambers or
water pumps; the rest are located in less conflictive areas and
all of them form the DigiMesh network. The gateways have
been located at the tunnel entrances to take advantage of the
coverage of the mobile network operator. Figure 4 shows the
location in meters of each node following the route from the
beginning of the tunnel.

SECTIONL | |

GSM 1 2150 m
Node 1 2142m
Node? 2040 m
Node 3 1950 m
Node 4 1840 m
Node 5 1720m
Node 6 1670m
Node 7 1640 m
Node § 1580m
Node 9 1490m
SECTION 2
Node 10 1420m
Node 11 1330m
Node 12 1230m
Node 13 1110m
Node 14 1060 m
1050 m
Node 15 990 m
Node 16 910m
Node 17 830m
Node 18 780 m
SECTION 3
Node 1 700 m
Node 2 570m
Node 3 550 m
Node 4 480m
Node 5 390m
Node 6 280m
Node 7 150m
Node 8 90m

Node 9 20 m

Fig. 4. Location of the sensor nodes installed in the underground utility
tunnel

The distribution of the sensor nodes has been based on the
simulation of the Wireless InSite® program [4], where it is
possible to configure the environment taking into
consideration relevant parameters of mobile communications
such as reflection and propagation coefficients of the
materials, antennas, losses, transmitter and receiver, etc. We
have applied the parameters so the transmission conditions
that may be found in an underground utility tunnel are
reproduced, meaning this that the parameters have been



IEMTRONICS 2022 (International IOT, Electronics and Mechatronics Conference)

configured in order to reflect the worst possible transmission
conditions. chosen the worst transmission case that can be
found inside a tunnel as a 90 degree curve. (figure 5)
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Fig. 5. 90° curve Simulation Scenario. a) 3D design. b) 2D design.

Some simulation results, such as received power and gain
versus distance, are illustrated in figure 6 below.

nel. The designed system could be adaptable to any low
consumption WSN network.

In figure 7, the essential block diagram of the proposed sensor
node is shown.
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Fig. 7. General block diagram of the proposed sensor node.
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Fig. 6. 90° curve Simulation Scenario. a) Received signal power. b) gain

In the graph of Fig. 6, an attenuation of 19 dBm is
observed in the tunnel curve.

III. SENSOR NODE OPTIMIZATION USING ULTRA LOW POWER

The proposal described below aims to reduce energy
consumption in the sensor nodes of the system developed in
the underground tunnel. The network configuration designed
and installed in the tunnel has a line topology, where the nodes
have serial communication. Our proposal, unlike other
solutions, provides an improvement in range, sensitivity and
energy performance, as well as hardware reduction. This can
be achieved by eliminating WuTx in WSN sensor nodes in a
difficult RF propagation environment, such as an underground
electrical utility tun

Each sensor node proposed in the WSN works as a multi-
hop node, both for wake-up signals and data signals. However,
first all sensor nodes send a wake-up signal to wake up other
nodes in case of detecting anomalies, comparing the sensor
measurements of the node with the thresholds set by the client
or the reception of a transmitted wake-up signal by another
sensor node. In other words, the sensor node wakes up from
sleep mode through a wake-up signal received in its WuRx or
an anomaly detected by the average measurements of the
sensor node. Therefore, two scenarios are contemplated in this
design due to the need to incorporate the detection of
anomalies for the activation of a sensor node. These are the
following:

Activation due to an anomaly: It is a signal to activate the
MCU, generated from a continuous comparison of the analog
measurements of the sensors integrated in the proposed sensor
node with a fixed threshold. Once the MCU is activated, the
analog measurements are processed passing through the ADC
converter and the antenna is selected to work with the main
radio through the switches, then the MCU activates the main
radio, Xbee, to send a wake-up signal to activate the next one
within range. Then, the Xbee radio waits for an ACK signal
and once the signal is received, it sends the data. Finally, it
returns to the initial state until listening to a new wake-up
signal by WuRx, so that energy is saved.
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Activation with a wake up signal: Wake-up signal
activates the MCU generated by the WuRx radio alarm clock.
When activating the MCU, the sensor and comparator blocks
are deactivated and the main Xbee radio is activated and sends
the ACK signal, waiting at the same time to receive the
measurement data. Then a wake-up signal is sent to the next
node to wake it up, and so on until the hub is reached. It should
be noted that in this case the sensor node behaves like a data
router equipped with the WuRx radio alarm clock.

1

P
.

Fig. 8. Different way to activate the transmission node.

The main difficulty of the multi-hop enablement
techniques is the complexity of the WuRx and WuTx
hardware previously described. However, this level of
complexity is necessary in order to guarantee a proper
consumption [5]. In this system, the modulation technique
used in the transmission of the wake-up signal is the same as
the one used in the WuTx and WuRx modes. In this way, the
main radio of an Xbee module can be used.

IV. WAKE-UP SIGNAL MODULATION

The proposed radio frequency module, Xbee, is a Digi
implementation based on the Zigbee protocol under the IEEE
802.15.4 standard. The IEEE 802.15.4 standard specifies the
type of modulation in its physical layer (PHY). In the case of
the proposed Xbee of the 2.4Ghz band, the modulation used is
the quadrature phase shift O-QPSK (Offset Quadrature Phase
Shift Keying) with a bit rate of 250 kb/s, a symbol rate of 62.5
Ksymbol/s and the total number of symbols, 16-array
orthogonal.

The wake-up signal transmitted by Xbee is modulated in
OQPSK; in theory it would have to be demodulated at the
receiver in OQPSK. In this development, OOK (On-Off
Keying) digital amplitude demodulation is used for the correct
detection of wake-up signals. So, you have to look for an
OQPSK modulated signal capable of demodulating it with
OOK technology.

OOK modulation is the simplest and most common form
of ASK modulation. Its operation can be understood as that of
a switch that turns the carrier signal on or off, in such a way
that the presence of a carrier indicates a binary 1 and its
absence a binary 0. The modulated signal follows the
following equation:

"1" binary 1)

S() Asin(2xft)
"0" binary

An example of OOK modulation is illustrated in Figure 9.

Carrier signal

Modulating signal

11 00 11 11 00 11 00 00

Modulated signal

N1
VAV, 4)

Fig. 9. Amplitude Shift Modulation.

The OQPSK modulated wake-up signal is demodulated
with an OOK receiver. The idea is based on taking advantage
of the operating characteristics of OOK and OQPSK
modulations to build a wake-up signal with the collaboration
of a micro and hardware, capable of modulating it again using
OOK technology. With OQPSK modulation, a sinusoidal
signal can be sent in phase with a fixed amplitude over time,
simulating a sequence of high bits “1” following equation 2.

S(t) = A sin(2nft + g) (2)

In this case, the phase shift (6/4=0) can be neglected
because it is not significant when constructing the signal that
could be demodulated with the OOK technology. With which,
it has been possible to build a carrier signal (equation 3),
sending a sequence of binary "1" during a known time (tx).

S(t) = jo“A sin(2nft) dt 3)

The next task is based on the OOK modulation of a bit
frame to get the wake-up signal using a microprocessor and a
time-controlled switch. The construction of a modulated
signal in OOK of a frame of bits, is carried out by cutting the
transmission of the carrier signal S(t) during the time it takes
to send the binary "0"; for this, a switch controlled by the
microprocessor is used. An example of a binary frame is
shown in Figure 10.

Carrier signal

(\ '\’\l\lll‘\ “’\" |“ \"4\‘ ’:\ ';“| f".\' |""\ ‘(‘ “'“‘ "“'l |'>"||“||‘ M \“lfllﬂ'\
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\

Modulating signal

Fig. 10. OOK modulation example with two bits
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In figure 11 you can see the block diagram of the WuTx
including the controlled switch.

Modulated signal in 00K

Carrier signal In OQPSK

Sieep RO pin

Sequence of “1” Binary

111111111111

Fig. 11. WuTx block diagram

V. WAKE-UP SIGNAL DEMODULATION

The WuRx receiver design is based on the decoding of the
wake-up signal. A wake-up signal is generated by detecting a
data signal (wake-up) on a carrier frequency. The
communication node has two receive paths, one to process a
wake-up signal and one to communicate with the main radio
of the node. The receive path is activated depending on the
antenna switch. This switch is controlled through an output
port of the microcontroller used in the design. Before entering
low power mode, the controller configures the switch so that
all incoming signals are routed to the WuRx circuit. After
impedance matching, rectification, and low-pass filtering,
only the envelope signal remains, which is connected to the
input of the demodulation block. In the event of a valid
wakeup signal and a positive correlation of the sent address
with an internally saved bit stream, the WuRx receiver
interrupts the microcontroller from its sleep mode. The Figure
12 shows the WuRx receiver block diagram.

Impedance e

Matching IR

an,
Rectification.

fiske-up Wake-Up Signal

Microcontroller
rocen Demodulator.

Main Rx./ WuTx

Sensors

Fig. 12. WuRx receiver block diagram.

The objective of the receiver design is to minimize the
energy consumed that is related to the frequency spectrum to
be used in the transmission. If low frequencies are used, lower
consumption is achieved in the receiver circuit, but larger
antennas are required at low frequencies. Therefore, to
compensate for this practical situation, a carrier signal of 2.4
Ghz with an OOK modulation of 125 KHz is chosen. The 2.4
GHz carrier is then turned on and off so that the resulting
envelope represents a 125 kHz square signal. In addition, said
signal contains additional modulated address information.
Figure 13 shows OOK carrier modulation as described.

125 kHz Period

2.4 Ghz

n.”” l\HI'HW”

I
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Fig. 13. 2.4Ghz carrier and 125 Khz OOK modulation

The WuRx circuit includes the blocks shown in
Figure 14.

2.4 Ghz

Impedance Matching Network  Voltage Rectifier-Multiplier Comparator
[ T ‘
— — . -
[ -l Wake-Up Signal
a T 1 Demodulator

!

| o

H \

! '

Fig. 14. WuRx circuit blocks. Details.

The Voltage Multiplication and Rectification Block [6] is
simply an envelope detector that demodulates the 2.4 Ghz
wake-up signal sent by WuTx to extract the 125 Khz signal.
Since the RF energy at the rectifier input is very weak, a multi-
stage rectifier is designed as shown in Figure 15.

Jdie e N Tl

Fig. 15. RF signal collection circuit, 5 stages

—1_
-

w P

If an ideal collection system is considered and it work in
open circuit, that is, with an infinite load, the output voltage
Vout can be expressed as equation 3 where Vp is the peak
voltage at the input. With this equation, for a 5-stage
multiplier, Vout is ideally 10 times the peak voltage.

Vout =V0xn=2Vpxn 4)

The Impedance Matching Network Block is formed by an
inductive-capacitive filter whose objective is to transfer the
maximum power between the antenna and the rest of the
circuit.
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Fig. 17. Plot Vout(V) vs Pin(dbm), 5 stages with coupling circuit. a)
RL=300K, b) RL=100K, ¢) RL= 50K, d) RL=20K

The Voltage Compare Block which uses a comparator
device to compare the 2.4 Ghz envelope output signal to a
configurable reference level. In addition, it serves to protect
the next circuit block against a voltage surge generated by the
voltage multiplication and rectification block.

V. MONITORING SOFTWARE

For the treatment of the information, a web application has
been designed and developed to monitor the measurements in
real time, which is accessible through a browser in the form of
a histogram and a table. Figure 18 illustrates the
measurements of all the points of the underground utility
tunnel in the form of a histogram.

Temperatus{"C) Vs Humedsd(’) del Tramo 1
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Fig. 18. Histogram of the temperature and humidity measurements of the
service tunnel

In addition, scripts have been developed within the web
page for the generation of alarms (email and SMS) in case of
exceeding the thresholds and the configuration of sensor
thresholds (temperature, humidity and temperature increase)
and registration of new accounts. of user or administrator type
through authentication for, for example, the reception of alarm
notifications.

VI. FEATURED RESULTS

The maximum energy consumption in the transmitting
node is generated in the RF emission period. This
consumption is much higher than that produced in the sensor
block and the microcontroller. The estimation of the
autonomy of the device in different scenarios and a
comparison with other devices is illustrated below (Table 1).
The best performance is due to the use of the developed Wake-
up techniques.

Table 1. ESTIMATION OF THE AUTONOMY OF THE
DEVICE IN DIFFERENT SCENARIOS
Battery | Scope | Sleep | Enable | Autonomy(dies)
(mAh) (m) time time
(h) (s)

MH-REACH- 3600 9,1 4 3 413
Mote [7]
prototype (a) | 3600 100 4 3 631,34 (+53%)
prototype (b) | 19000 100 24 2 3492 (+750%)
Other 3600 100 4 3 265,07 (-36%)
Prototypes
(State of art)

10
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VII. CONCLUSIONS

A monitoring system has been developed using very low
consumption communication nodes. Its operation has been
installed and verified in an underground utility tunnel
including medium and high voltage lines. This scenario
requires a line network topology that makes the design
difficult. Performance has been increased by lowering the
power consumption required by each transmission node;
Wake-up techniques are used to achieve this. There is a
passive auxiliary radio in all nodes, WuRx, capable of
receiving the wake-up signals, and also another radio, WuTx,
to transmit another wake-up signal in order to wake up the
other nodes. To take advantage of a previous system, the main
radio of the sensor node has been redesigned so that it
transmits the Wake-up signals. A passive energy capture
system has been incorporated, taking advantage of radio
frequency to activate the sensor node. Although the
transmission range between nodes can be improved, the tests
are positive. As a line of future research, it is desired to deepen
the study of the RF Wake-up system, which is essential to
reduce energy consumption. It will also be studied how to
improve the renewable energy system constituted by the
capture of tuned radiofrequency to enable the transmission
node that is part of the [oT structure.
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Abstract— With the growth of world communication, wireless
communication has become one of the most prominent sectors. The
design and simulation result of the 24 GHz (ISM band) antenna has
been developed in this article. Many publications have addressed this
research and developed antennas utilizing arrays. However, the
proposed design provides a novel model of a small size patch antenna
that is easier to build and has improved return loss, efficiency, and
gain than previous research studies. The recommended patch
antenna design is 18mmXx2.451mmx0.257mm. The substrate
material for this antenna is Roger RT5880 (lossy), which has a
permittivity of 2.2. According to the simulation results, this design
has a return loss of -28.96 dB, a VSWR (Voltage Standing Wave
Ratio) of 1.08497, a gain of 5.152 dB, and an antenna efficiency of
67.026%. The patch antenna is expected to function effectively and
may be used for wireless communication based on simulation results.

Keywords—CST, 5G, Gain, ISM band, Radiation efficiency,
Surface current, VSWR.

1. INTRODUCTION

Wireless communication technology is getting developed
with the enhancement of 5th generation communication as it has
the benefit of having large bandwidth, and a high-speed data
rate. To support this, it is required to develop and design more
improved characteristics of antenna such as high gain, beam
width, VSWR, radiation efficiency, and return loss and needed
to balance them with antenna size, cost, and design [1-3]. In
addition, the Microstrip antenna contains low characteristics,
light weight, moderate cost, light volume, low fabrication
expense, smaller size, and flexible design. [4]. The proposed
antenna is designed at 24 GHz which is within the range of
industrial as well as scientific (ISM) bands. The ISM band 24-
24.25 GHz is available for worldwide application, and licensed
users of this frequency include earth exploration satellite
services and armature satellite radiolocation. This frequency
band is quite useful in high-performance and lower-cost health
care sensors, radar applications, and communications [5-7]. The

Afrin Binte Anwar
Department of EEE
American International
University-Bangladesh (AIUB)
Dhaka, Bangladesh
afrinanwarl44@gmail.com

Prodip Kumar Saha Purnendu
Department of EEE
American International
University-Bangladesh (AIUB)
Dhaka, Bangladesh
purnendu7927@gmail.com

Mohiuddin Ahmad
Dept. of Electrical and Electronic
Engineering
Khulna University of Engineering
& Technology
Khulna-9203, Bangladesh.
mohiuddin.ahmad@gmail.com

recommended Microstrip patch antenna in this article has a high
gain of 5.152 dB and a significant return loss of -28.91 dB,
which are required for future 5G Wireless Communication
Systems. The recommended model has an efficiency of 67.026%
along with a bandwidth of 0.769 GHz. Among several
previously completed works, the antenna model has a strong
gain and a larger return loss, implying that the suggested design
work is more efficient.

This paper is organized as follows: Section II describes the
theory and methodology, section III illustrates the proposed
antenna design, Section IV describes the simulation and
analysis, and a comparative study is given. Finally, section V
concludes the paper.

II. THEORY AND METHODOLOGY

The frequency range taken for the proposed Microstrip patch
antenna is from 23 GHz to 25 GHz where the operating
frequency is 24.068 GHz to have better performance and this is
under the ISM band. Here, Fig. 1 delineates the geometric
configuration of the designed antenna in free space.

W,

W,

Fig. 1. Structure of the recommended microstrip patch model for free space.
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Fig. 2. (a) and (b) are the configurations of the designed antenna including

slot size, depth, and feedline width in free space.

Roger RT5880 (lossy) is chosen as substrate with permittivity
2.2. Necessary formulas for the calculation of parameters are
given below [8]. Patch antenna’s width and length are being
measured by using Eq. (1).

W =
2f,

€y
&+ 1

2

Here,

W= Patch’s width

C = Light Velocity = 3x 103m/s
f= Resonant frequency

&= Substrate’s dielectric constant

The effect permittivity erand the effective length, Les are
calculated by equations (2) and (3) respectively.

&+1
2

& —2
2

L L
eff = —. ——
Zfr\/ Ereff

Where Leir= Effective length. The extension of length is given
by Eq. (4).

h 0.5

€)

(F +0.264) (eerr +0.3)

AL = 0.412
(£retr — 0.258) (% + 0.813)

4)
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AL= extension length.

The length of the patch is calculated by Eq. (5) below.

III. ANTENNA DESIGN

CST software is used to design the antenna. Designed antenna
views from different angles such as perspective, front, and rear,
left and right, and top and bottom views are shown in Figures 3
to Figure 8.

<]

Fig. 3. Standpoint vision of the antenna.

b grang

Fig. 4. Antenna’s front view.

Fig. 5. Rear view of the antenna.
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Fig. 6. Left & Right vision of designed antenna sequentially.
Fig. 7. Antenna’s top view design.
Fig. 8. Recommended antenna’s bottom view design.

Related specifications of the proposed antenna are shown in the
following Table I.

TABLE L THE PROPOSED MODEL’S PARAMETERS
Parameter descriptions and Measurements
symbols (mm)
Antenna Patch’s width, W, 18
Width of Single Patch, W, 3.6
Length of Patch, L, 2451
Ground plane’s width, W, 20
Ground plane’s length, L, 20
Slot size, a 22
Slot size, b 0.15
Slot size, ¢ 3
Slot size, d 1.8
Height of Substrate, hy 0.257
Feedline width 0.695
Ground Thickness, h; 0.045

IV. SIMULATION AND ANALYSIS

After designing the antenna, to run the simulation, two options
can be selected. From the home section, an author can select
setup solver or start simulation. For setup solver, the accuracy
level has been kept at -40 dB. After that start option has been
pressed. Besides, the start simulation option also can be pressed
which will lead directly to the simulation process.

A. S-Parameter

S-parameter or return loss gives information about the amount
of reflected power caused by impedance discontinuity and the
acceptance range for return loss of an antenna is greater than -
10 dB [9]. The value of return loss of this antenna is -28.96 dB
which is quite good for a Microstrip antenna at the operating
frequency of 24.07 GHz shown in Fig. 9. The bandwidth is
frequency ranges within it, and the antenna radiates. Return loss
is -10 dB at 23.4 GHz and -10dB at 24.169 GHz, as indicated

14

in Fig. 10. To determine the antenna's bandwidth, an axis
marker is placed on both frequencies. The maximum frequency
is 24.169 GHz, while the lowest frequency is 23.4 GHz. The
bandwidth has been determined as the difference between the
highest and lowest frequencies, which is 0.769 GHz.

S-Parameters [Mognitude in dB]

51,1:-28.564023

7\

2 132 23.4 n6 38

24 2400

Frequency { GHz

242
Fig. 9. S, parameter in free space.

S-Parameters [Magnitude in 8|

2[24068] 242 %4
Frequancy | GHz

I;E
Fig. 10. Bandwidth in free space.

B. VSWR

The definition of voltage standing wave ratio-VSWR is the
determination of the amount of matched impedance between
antenna and transmission line. The least acceptable value is 1
for the VSWR [10]. For the proposed antenna the VSWR value
is 1.08497, supporting the value shown in Fig.11.

Vokage Standing Wave Rato (VSWR)

2[24068] 22 44 46
Frequency / Ghz

Fig. 11. VSWR vs. the Frequency in port 1.

b 22

38

C. Gain & Directivity

Gain and directivity are one of the most important parameters
for antenna performance. The antenna’s gain determines the
quantity of power transmitted at the peak radiation direction
[11]. Directivity is the term that explains about directivity of
antenna radiation patterns [12]. Gain for the designed antenna
is 5.152 dB and directivity 7.699 dBi shown in Figures 12-16.
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Fig. 12. Farfield gain plot of the designed antenna at 24.068 GHz (3D).

Farfield Gain Abs (Phi=90)

forfield (f=24.068) [1]
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Main lobe magnitude = 5.22 dB
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Fig. 13. Farfield gain plot of the antenna at 24.068 GHz (2D).
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Fig. 14. Radiation-Pattern in three dimensions at 24.068 GHz (Directivity).
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Fig. 15. Radiation pattern in 2D at 24.068 GHz (Directivity).
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Fig. 16. Gain vs. Frequency Curve of the antenna in free space.

D. Overall and Radiation Efficiency

From Fig.17, the overall efficiency is -2.57 dB, while the
radiation efficiency is -2.568 dB. The ratio of gain to directivity
can be used to calculate antenna efficiency.

10 Resuly Efciences (Magntudein &,

2596 i V
a8 a8 B 29 uss El 20 2404 206 006 240
Frequanecy /Gt

Fig. 17. Radiation and Total Efficiency Curve of the designed antenna in free
space.

E. Surface Current

The definition of surface current is the electric current induced
in a metallic antenna due to an enforced electromagnetic field
that drives charges at its surroundings [13]. Here, the surface
current has shown in fig.18 which is 1360 A/m.

-

F. Smith Chart

Smith's chart illustrates the relationship between transmission
line impedance and antenna via frequency. This helps to
understand more about changes in transmission line
impedances [14]. Smith chart for this antenna is 49.8 ohm
shown in Fig. 19. Impedance mismatches are noticed as a result
of shape complexity. Finally, Table II gives the parameters
summary of the proposed designed antenna.

Fig. 18. Surface current.

0 23 (1558, 13.1) Ohm
® 24999596 (5,35, -5.43) O
Froquency / GHz

—— 51.1(49.8 O

Fig. 19. Smith chart of the antenna (Impedance View).
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TABLE IIL OBTAINED PARAMETER’S SUMMARY OF THE DESIGNED
ANTENNA.
Specifications of Values
Antenna

Sii -28.96 dB
Bandwidth 0.769 GHz

VSWR 1.08497

Gain 5.152 dB
Directivity 7.699 dBi
Efficiency 67.026%
Surface Current 1360 A/m
Radiation Efficiency -2.569 dB
Total Efficiency -2.574 dB

V. COMPARATIVE STUDY

Table III summarizes and compares different parameters of the
antenna. Different antenna characteristics are compared and
examined with other research articles, including S1,1, operating
frequency, bandwidth, band, gain, and efficiency. Circular
Polarization Antenna Array is designed for 24 GHz wireless
communication and has 42% efficiency and a high gain of
20dBi, according to ref. [15]. The array antenna for 24 GHz has
been presented in the majority of research articles. In ref. [6], a
Microstrip patch antenna was built for 24GHz, although it has
a return loss of -22dB.

TABLE III. COMPARATIVE ANALYSIS WITH OTHER RESEARCH PAPERS
S S &
SRR E T s |8
~ “ I 2 Q S <
Sl 5 5
[15] -19 24.5 GHz 2 GHz - 20 42%
dB dBi
[6] -22.1 24.2 GHz 1.2 ISM 5.95 -
dB GHz dBi
[7] -25dB 2.4Ghz 160 ISM - -
MHz
[16] -24 24 GHz - - 13.5 -
dB dBi
[17] | -23dB | 24.15GHz | (24.07- | ISM 18 -
24.27) dBi
GHz
This | -28.96 24.068 0.769 ISM | 5220 | 67.02
work dB GHz GHz dB 6%

In contrast to other research papers, this article has a better
return loss, a better gain, and a higher efficiency. An array
antenna's design is complicated, but a Microstrip patch
antenna's design is simple and easy to fabricate. This research
has resulted in improved simulated findings for the 24GHz
(ISM  band), which will be advantageous for wireless
communication and medical applications.
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TABLE IV. COMPARISON OF OBTAINED RESULTS WITH RECENT
RESEARCH PAPERS.
s |5 .
% |8 W LY | e
S | §SF 5| &% S 5|2
< | f¥9:%)5f |2§)8
§ § § SRS Q g A
T & | & 2
[15] 30mmx - Roggers/ 2.2 HFSS
30mm duroid
5880
[6] - 0.787 Roggers/ 2.2 HFSS
duroid
5880
[7] 30mmx 1.63 FRO4 4.4 HFSS
40mm
[16] 65mmx | 0.813 Rogers 3.38 HFSS
23mm RO4003C
[17] - 0.508 Teflon - 22 3D
fiberglass electromag
netic
simulator
This | 20mmx | 0.257 Roggers 22 CST
work 20mm 5880
(lossy)

Table IV evaluates the ground architectures, substrate heights,
materials, dielectric permittivity, and software applied in
antenna design. The majority of research articles used HFSS
software to build antennas, while this work has used CST
software to simulate and design [15, 6]. Roggers/duroid 5880
was chosen as a substrate material in the majority of the
research publications. Different substrate materials, such as
Rogers RO4003C [16] and Teflon —fiberglass [17] have been
implemented in numerous research publications. A very thin
substrate is recommended for a low-profile construction and
lightweight antenna; this paper has also proposed an antenna
with thin substrate materials and a lower substrate height. [15]
However, recent investigations have found that different
substrate materials provide different results. As a consequence
of the aforementioned comparisons, it can be determined that
the projected antenna would be a preferable alternative for the
wireless network to earlier versions.

VI. CONCLUSION

The proposed microstrip patch antenna can be considered to be
compatible with forthcoming 5G wireless communication and
medical applications. The recommended antenna's working
frequency is 24.07GHz, with a return loss of -28.91 dB, a
bandwidth of 0.769 GHz, a gain of 5.152 dB, directivity of
7.699 dBi, surface current of 1360 A/m, and 67.026%
efficiency. The operational frequency of 24.07GHz is part of
the ISM band, which spans 24 GHz to 24.25 GHz. Most of the
researchers have focused on array antennas, but minorities have
focused on Microstrip patch antennas, which is a novel idea in
the 5G communication system. However, the proposed antenna
in this study has a basic design that is easy to fabricate and
improves overall simulation results. After analyzing all of the
findings and simulations, it can be concluded that this study can
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be used as a model for future communication and other research
works.
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Abstract—Coronavirus 2019, also known as COVID-19,
has recently had a negative influence on public health and
human lives. Since the second world war, this disastrous
consequence has changed human experience by initiating an
increasingly more devastating and unexpected health calamity.
The world's condition has become a catastrophic epidemic due
to uncontrolled infectious properties within society. Therefore,
the initial stage and accurate identification of the virus may be
a good strategy for tracking and suppressing the illness from
spreading due to the lack of medication. During the pandemic,
computed tomography (CT) imaging has been extensively used
to detect the percentage of infection. Artificial intelligence-
assisted CT- image analysis could be a better option which can
be achieved using a convolutional neural network (CNN). This
is one of the prominent modes that can be effectively used in
such applications. In this paper, an artificial-intelligence-based
approach has been presented to investigate the coronavirus
infection in the human body. The various experiments are
carried out on the freely available dataset. It has been observed
that the results are better indicating adequate performance for
prediction.

Keywords— CT scan images; Convolutional neural
network; Coronavirus; Dense-Net; Image Processing.

[. INTRODUCTION

Recently, the coronavirus disease outbreak has already
been identified as a significant worrying patient safety
diversion. This virus is first discovered in late 2019 in
Wuhan, China, and quickly spread to over 200 nations,
prompting the Department of Health (WHO) to declare a
pandemic emergency. Medical professionals, as well as
regulations, were unable to control the spreading of the virus
in the society which results in the quick death of individuals,
due to significant infectious qualities among people in
intimate contact. Since subsequent illnesses in communities
are caused by close personal dealings, it is critical to quickly
isolate and characterize the infectious disease and institute a
social lockdown. As a result, early diagnosis of virus
occurrences is critical for help in managing efforts to reduce
infectious hazards and spreading, organize clinical treatment,
and coordinate prompt care assistance. This could be crucial
in improving national healthcare. This will have a direct
impact on the virus's removal from the planet.

During the pandemic time, due to the lack of particular
treatments and vaccinations, it was critical to identify the sick
person so that prompt isolation can be taken. The real-time
polymerase chain reaction analysis is widely adopted for the
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identification of the virus in healthcare. Nevertheless, a low
incidence of positive RT-PCR results and findings could be
attributed to any evidence collecting and transportation
bottlenecks, which are both time-consuming procedures. The
patients with severe situations (those in the emergency ward
(ICU)) may be missed by this method. An additional
disadvantage of the RT-PCR evaluation methods is that
traditional PCR tests take more time to detect disease. As this
COVID-19 virus has a powerful transmitted character, an
infected individual could become a carrier and pass the
infection to other healthy, common citizens or medical
practitioners. On the other hand, emerging economies have
inadequate technical capabilities and a lack of healthcare
technicians and specialists. Although there are few resources
available to combat a pandemic, the COVID-19 performance
indicators are a potential solution that reflects real
requirements. Imaging techniques are a conventional
technique for finding pneumonia that gives a more reliable
judgement than RT-PCR. In this regard, CT image
classification become a potential alternative approach for
detecting viruses, particularly in patients with acute illnesses.
According to the research, the accuracy of RT-PCR is lower
than the accuracy of CT [1].

The major goal of this study is to develop an accurate
method for identifying the coronavirus infection in the
patients using CT images and a convolutional neural network
(CNN). In recent days, several machine vision models using
CNN presented good results [2-3]. Because of its opportunity
for self-training, CNN has become more popular in medical
image processing. Based on its superiority,
convolutional neural techniques for COVID- 19 detection
have been presented in the literature [4-6]. Unlike all the
other image datasets, the imaging techniques database uses a
small number of training examples. CNNs have now been
boosted with different techniques such as data augmentation
to reach ground-breaking performance upon those datasets
[7].

In this work, to investigate the patients with COVID-19,
a relatively new strategy called CNN is used, wherein the
process of learning is constructed using the interconnection
of densely linked CNN architectures commonly called as
Dense-Net. The fundamental justification for using
DenseNet-121 is that it solves the degradation problem,
increases feature reuse, and reduces variable usage, all of
which are beneficial for creating deep learning algorithms.

several
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DenseNet-121 has also been shown to be useful in identifying
disorders using imaging technology [8]. To optimize the
design flow, Dense-Net would've been driven by linking all
components to just about every other layer below it. This
method allows CNN to make judgements based across all
levels rather than just one previous layer. In comparison to
typical image recognition technologies, Dense-Net is much
more advanced and can gather sensory information in a
bigger sense.

II. CNN MODEL

A convolutional neural network (CNN) is a multilayer
perceptron artificial neural network and it is superior in
processing large dataset. It has structure consisting of
different structures such as convolution, pooling, flattening,
and connected layers. A generalized architecture of CNN is

demonstrated in Fig.1.
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Fig. 1. Convolution neural network architecture

In the CNN architecture, the learnable filters in the
convolution layer plays an important role and demonstrate the
learning skill of network. Fig. 2 explain the operation of
convolution operation.
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Fig. 2. An example of a convolution operation

In Fig. 2, the notations /, K and [ * K represent the pixel
values of an image, filter and feature map, respectively.
Another crucial component in a network architecture is
pooling layer that lowers the computational issues. Here,
average and minimum pooling are generally preferred in
many applications. Fig. 3 depicts the operation of max-
pooling.
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Fig. 3. Max pooling operation
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The next block after max-pooling in CNN architecture is
fully connected layer. The previous layer neurons are fully
interconnected to the next layer. In this, the input data need
to be flattened before entering to this layer. Fig. 4 shows such
data flattering operation.
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Fig. 4. Flattening operation

From literature, it has been observed that the development
of CNN model is big challenge for researches and it is a time-
consuming task. However, use of pre-trained network
architecture may be a reasonable solution to these issues. The
pretrained model can be effectively used for different
applications particularly for feature extraction and
classification applications. The pre-trained networks such as
ResNet 18, GoogleNet and ResNet 50 are most comely used
in the literature. The details pre-trained models are
summarised in Table I.

TABLE 1: FEW FEATURES OF THE PRE-TRAINED MODELS FOR THE INPUT
IMAGE SIZE 224224 PIXELS

Model Depth Size (MB) Parameters (Millions)
ResNet 18 18 44 11.7
GoogleNet 22 27 7

ResNet 50 50 96 25.6

III. PARAMETERS OPTIMIZATION ALGORITHM

In CNN, the various parameter needs to be optimized to
the make the model more efficient for the particular
application. The grid search (GS) approach is one of the
effective techniques which can be used for the optimization
of the parameters. In this approach, the different possible
values of the parameters are calculated in the required or
predefined range and feed to the defined model to start the
optimization process [9].
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Fig. 5. Parameter sets in the search space for GS
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IV. GRID SEARCH BASED CNN ALGORITHM

An effective model based on the GS and CNN approach
is shown in Fig. 6. It consists of image dataset, parameters
set, pre-trained supported model, and evaluation phase.
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Fig. 6. GS and transfer learning supported CNN model

The first step in the presented model is the image data set
collection. Here, freely data set available online websites like
Kaggle or GitHub is used for the experimentations. The
dataset needs to split into three subsets: training, validation,
and testing and randomly percentage of each subset can be
selected. The next task is the parameter sets optimization. It
can be achieved using grid search algorithm. This step, help
to optimized the parameters and can be used as an input to the
CNN model. In the next phase, the CNN model is trained
using the training data and optimized parameters. In the last
phase, the trained CNN is evaluated on testing dataset and
conclude the final results in the form of classification and
confusion matrix.

Moreover, extensive work in literature depicts that most
of the approaches to holding down a process before using the
pre-trained models. As data augmentation is one of the
important steps of the training procedure for profound
learning models, it is used for our benefit and employed as an
extra measure. In addition, the Dense-Net study obtained
quality precision for CT images. Compared to other learning
models, Dense-Net enhances a smaller set of parameters.

For greater accuracy, the Dense Net model with 121
perceptions can be used in the application [8]. It has been
observed that the Dense Net-based CNN approach might be
a useful detection approach for identifying infected patients
using CT images. The CNN model could attain favorable
outcomes. However, a CNN model-based application with
sizeable training data for classification remains a challenge
and hence, the motivation for the researchers. Therefore,
Dense-net can be used as an alternative to achieve good
results.

A. Dense-Net - A Pre-Trained Network
A Dense-Net is a modified CNN generally exploited in

object identification [10]. It is somewhat analogous to Res-
Net. Dense-Net combines the future layer and previous layer
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output with its concatenated (-) attributes. The conventional

CNN aims to obtain the i* output layers using a non-linear

transformation Q,.(-) with respect to the previous layer
(£ -1) output [2].
E=0(R-1) (1

Dense-Net achieve an efficient information flow between
the different layers. Eq. (1) can be modified [11]

P=Ql[R,B,P,P_] )

where [P),B,P,,---P_] represents a concatenation of

previous layer output maps [14].

Data augmentation is one of the approaches that facilitate
the user to expand the diversity of data available for training
sets, eliminating the need to acquire more data. Data
augmentation is a strategy for increasing the number of
training specimens by modifying photos whilst preserving
semantic features, and it allows for bias-free image data.
Basic changes such as horizontal flipping, random cropping,
and color augmentations are generally used for model
training. Further, data augmentation allows the designer to
understand a more diversified set of characteristics, which
expands the dataset and helps to keep the model from getting
overfitted. The data augmentation to increase image
categorization accuracy has also been made.

In this paper, image augmentation is employed to boost
training benefits while reducing network regularization. A
commonly known data augmentation method is used. Images
were arbitrarily trimmed to the 64X 64 original image size,
with a random rotational range of 3600 pixels on each side.
Horizontally and vertically duplicated images are mixed
throughout.

B. Image Dataset

Large image datasets are available on websites like
Kaggle or GitHub. This is an open source dataset that contain
349 Covid-19 CT images 463 non-Covid CT images from
216 individuals. These images are different in size and shapes
and categorized into two types: effected and non-affected.
Fig. 7 shows a few cases of CT images for patients that are
COVID-19 positive/negative that compose the dataset. The
patient with positive results has age, male and female
information [16].

C. Model and Applied mechanism

In this work, to categorize corona using DenseNet-121
architecture-based CNN, a dataset comprising images of real
patients is used in this study.

The pre-processing can be carried out by normalizing and
changing the size of the image for further processing. There
are many kinds of pre-processing techniques that can be used
for developing our model. In the presented model, the process
of image resizes, and normalization is being done on
MATLAB through image processing techniques.
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Fig.7. An example of Covid 19 CT images

In the presented model, 36x36 pixel values are being
used in the dataset. Typically, most of the dataset values lie
between 0 and 255 but due to the network model, it is
preferred to perform in the range 0 and 1 which will be the
best fit for the model [2]. The technique helps in the reduction
of the complexity of the model. Eq. (3) can be used to
normalize the images [12-15].

norm
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1

The presented COVID-19 classification model is
designed using MATLAB software with required packages
such as neural networks and image processing. The aim of
COVID-19 patients’ identification is the
positive/negative test. For experimentations, dataset is
subdivided into validation (15%), training (70%), and testing
(15%) [2]. The systematic procedure for COVID-19
prediction is presented in Fig. 8.

3

min

to assure

Dataset of CT Image

L2 12 BOPKD

/Image Resize "\
Image Normalize
Convert Label to

\_ categorical _

Data

" "’ ‘ ; .’ "7 Preprocessing [+

Covid 19

Non Covid 19

A
Data
Augmentation
L]

~Multiple |
Documents

>

{ Test Model —
) L+ (Nen coviD-19)

—
Multiple:
*1|| Documents

Multiple
Documents

[ Mutiple
|| Documents

N~

A =
>

Multiple |
» || Documents

-

Fig. 8 procedure for predicting COVID-19 is presented
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The results of specimens of each category correctly and
incorrectly classified can be compiled as a confusion matrix.
Accuracy can be determined based on the confusion matrix.
The performance of the model is calculated using four
performance parameters: recall, precision, G-Mean and Fi-
Measure. All these performance parameters are defined using
the following equations.

T, +T,

— (4)
T,+T,+F,+F,

Accuracy =

where T,, T, , F, and F) represents true positive, true

negative, false positive and false negative, respectively.

2X PrecisionX Recall
F_measure = (5)
Precision+ Recall
T,+T,
G mean= |—L""N  —.[Precisionx Recall
- T,+T,+F,+F,
(6)

V. RESULTS AND ANALYSIS

The various experiments are carried out on the publicly
available dataset. Each DenseNet-121-based CNN
architecture is trained for various epochs on grayscale image
data sets. Grayscale test images were used to evaluate
DenseNet-121's performance. Table 2 shows the performance
of the presented model.

TABLE 2: PERFORMANCE PARAMETERS FOR DENCENET

Data set Accuracy Recall Gmean F_Score
Non-covid 0.963 0.852 0.92 0.9
covid 0.857 0.953 0.9 0.89

Fig. 9 (a) and Fig. 9 (b) show the comparison of image
prediction for COVID-19 along with non-COVID-19.

(b)

Fig. 9. (a) affected by Covid-19, (b) Non-affected by COVID-19

Generally, the performance calculation and the
verification of the presented approach can be demonstrated
using the concept of confusion matrix [17]. Thus, the
confusion matrix can be used to show the accuracy of the
presented approach. The confusion matrix is particular square
table which demonstrates and visualized the classification
accuracy of multiple classes. In this paper, two classes are
classified: Covid positive and Covid negative, respectively.
Fig. 10 shows classification accuracy based on the confusion

matrix for 25 sample images. It is observed from Fig. 10 that
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the DenseNet-121 performs better as classifier and achieved
96% to 100% accuracy.

Confusion Matrix
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Fig. 10 confusion matrix.

Further, the evaluation of the proposed approach can be
carried out using the Receiver Operating Characteristics
(ROC) curve [12]. A binary classification is the basis for the
ROC which results into four possibilities: true positive, true
negative, false positive and false negative, respectively. Fig.
11 shows the results of four classes in the form of ROC curve.

ROC for Classification
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Fig. 11. ROC curve.
The current techniques generally used a smaller dataset,
whereas the applied DenseNet-121 model used a relatively
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large dataset. Various photos and tactics have been validated
using various state-of-the-art approaches. Some multi-class
classification models achieved an accuracy of up to 95% or
higher while being more difficult and computationally
expensive. However, a fair comparison of performance
evaluation results and validation is not possible due to the
differences in data sets.

VI. CONCLUSION

In this paper, an efficient and systematic COVID-19
infection identification is presented. In this, the infected
region can be identified from two different modalities of
medical images. COVID-19 patients are identified based on
the available CT image dataset. In addition, the qualitative
results in the form of four performance parameters: recall,
precision, G-Mean and F1-Measure as well as a confusion
matrix. The results demonstrate higher accuracy in the
classification and detection of infected COVID-19 in CT
image datasets.
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Abstract— This review covers the topics of cognitive
dynamic systems and their definition following Simon Haykin’s
work in the field as well as their application through cognitive
radar, cognitive radio and cognitive control. Furthermore, the
article presents the topic of cognitive IoT and discusses it under
the lens of cognitive dynamic systems referencing research in
the field. It also discusses the needs for interoperability between
IoT architectures and the need to integrate cognitive radio with
future IoT frameworks developments.
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L. INTRODUCTION

The augmentation of physical objects with the power of
the internet has become commonplace in the midst of the
fourth industrial revolution. Many elements are becoming
increasingly intertwined, including wearable technology,
healthcare, home appliances, and transportation. The Internet
of Things (IoT) has been characterised as a deeper integration
of all physical objects with the digital realm, including the
advancement from simple control systems sensing devices
and effectors to more complex systems capable of
exchanging data between devices connected to the internet
for more timely and productive decision-making. The
magnitude of today's IoT applications has posed several
issues in terms of building a system-to-system
interoperability framework. Developing IoT services that are
intended to adapt to the circumstances and self-adjust in
response to unforeseen situations through cooperation. These
should also use the acquired data to extract semantic
notations and optimize the system's effectiveness. In a
general context, the IoT model has been defined as a globally
connected network of uniquely addressable devices
following established communication protocols. This term
refers to a theoretical model of complex multidimensional
systems made up of interconnected and interdependent items
[6]. Smaller subsystems collaborate to achieve results in the
most efficient way possible. Social network analysis is a
study tool that is used to explain the network of relationships
that exists among the numerous objects that make up the
larger Internet of Things, as well as to investigate the effects
on data processing, context extrapolation, and semantic
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derivation. This is especially beneficial in time varying loT
systems like smart cities.

In a point-of-view essay published in the Proceedings of
the IEEE in 2006, Dr. Simon Haykin initially suggested the
concept of a dynamic cognitive system (CDS) [3]. He went
on to write "Cognitive Radio: Brain Enabled Wireless
Communication" [2] and "Cognitive Radar: A Way of the
Future" [3], both of which were hugely significant. The
author of these defines CDS as systems that learn from
repeated enduring interactions with the environment to
develop norms of behaviour over time, allowing them to deal
with environmental uncertainty. Following Fuster's work on
cognition, Haykin refined this concept in [4], outlining the
distinction between adaptation and cognition by outlining the
norms by which a cognitive dynamic system is defined, the
perception action cycle (PAC), memory, attention, language,
and intelligence.

Novel cyber-physical systems (CPS) are continually
being launched in this new era of greater connectivity,
upgrading things with the ability to control the world around
them, compute the data acquired, and share it through the
internet. This transformation affects a wide range of sectors
and services, prompting the development of novel IoT
architectures targeted at efficiently capturing and processing
data to improve process efficiency. The concept of cognitive
IoT (CIoT) has been introduced as a way to enhance current
IoT systems with cognitive capabilities in order to better
leverage the vast volumes of data being collected and tackle
scalability issues. To better examine variables that impact
functionality and data gathering, semantic computing,
cognitive computing, and perceptual computing can be used
[5]. The goal of CIoT is to make IoT systems capable of
understanding environmental elements and capable of
contextual awareness. This new paradigm aims to apply the
principles of human cognition to IoT dynamic systems. The
process of learning, reasoning, and understanding the
physical and social environments by embedding cognition
processes into IoT seeks to build a new class of systems
capable of operating with minimal human intervention [7].
Some present obstacles for a scalable and reliable IoT must
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also be faced and answered beforehand in order to build such
systems. The existing constraints of wireless technology and
mobile networks are the first major worry in terms of
scalability of such systems. Regarding future large-scale loT
systems, the restricted range, data capacity, and spectrum
availability are major concerns [8]. These difficulties will
likely intensify in the coming years, given the rapid
development of IoT.

Cognitive Radio (CR) and Cognitive Radio Networks
(CRN) have sparked the interest of academic and business
communities in recent years as a potential solution to many
of these issues [8]. Spectrum sensing, spectrum decision,
spectrum management, and spectrum mobility are the main
processes of cognitive radio, with the goal of taking full
advantage of licenced spectrum bands through the effective
application of dynamic allocation to fill present spectrum

gaps.

A further constraint in vast IoT network is the
complexity of aggregating data from multiple sources. Since
data collected in a multi-sensor IoT system can be
heterogeneous, adaptive analytics approaches must be
considered. Collecting such diverse datasets to get a holistic
picture of the system can be difficult. The data collected can
also be nonlinear, multidimensional, or partial, making its use
for intelligent decision-making and services provisioning
much more difficult [7][1]. This problem is addressed by
Cognitive IoT, which adapts to the data type, situation, and
setting, utilising techniques like association analysis,
clustering analysis, and regression, for contextual data
analysis. Big-data-driven applications, on the other hand,
necessitate more intelligent decision-making to enable more
efficient and flexible operations via cooperative self-
organized and self-optimized behaviours. Moreover, for
large-scale IoT systems, centralized data handling is a
significant barrier. The challenges associated with central
data processing include single-node failure, restricted
scalability, and massive trade overhead [7].

II.  RELATED WORK AND MOTIVATION

Because of the wide range of disciplines to which loT
may be applied, developments in architectural design for IoT
systems have primarily been targeted to individual
applications. As a result, cooperation amongst [oT systems is
constrained, thereby restricting advancement toward a bridge
architecture [9].

Although cognitive 0T is still a new topic, it is growing
in prominence because of scientific research in cognitive
dynamic system and cognitive control. This new paradigm
could be used as a model for developing new IoT designs and
as a framework for addressing specific IoT concerns. In
principle, CIoT aspires to provide IoT systems with a
cognition component that allows them to learn, reason, and
comprehend both physical and social realms [7], bringing
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together a variety of professions and areas such as computer
science, mathematics, cognitive science, neurology, and
engineering. CloT may improve the interconnection of
diverse IoT networks and be applied beyond disciplines and
sectors, spanning the physical and cyber worlds to improve
smart distribution of resources, autonomous process controls,
and intelligent service provisioning.

The Internet of Things can be viewed as a macro-level
development of ubiquitous computing combined with CPS.
At the moment, [oT can only use permitted spectral bands,
which are presumably already being used, posing an
impediment for large-scale [oT implementation. As trillions
of objects become more interconnected in the near term, we
can anticipate the issue to intensify [14]. In turn, by
significantly increasing IoT data transmission using
cognitive radio and incorporating machine learning, signal
processing, and other technologies, effective distribution of
data transmission within 4G and 5G licenced available
spectrum could be an answer [13].

Cognitive Radio is a promising enabling
communication technology for IoT, dealing with issues such
as wireless access network conflict and severe congestion, as
well as automaticity, scaling, dependability, energy
consumption, and service quality [14]. The most immediate
advantage of CR for IoT is that it allows for more efficient
spectrum allocation and administration, which improves
accessibility, usability, flexibility, and interconnectivity.
Addressing efficient and flexible networks and addressing
heterogeneity concerns are the two types of CR techniques,
with flexible networking referring to the optimal use of
available spectrum via spectrum aware optimization to
enhance QoS. While addressing diversity, the aim is to
strengthen  environment  discovery, self-organization,
adaptability, and nodal cohabitation.

Devices in both centralised and decentralised networks
will require routing in order to convey data to a
predetermined destination. However, traditional single-hop
and multi-hop routing algorithms are incompatible with
cognitive radio systems because they lack additional
functions like flexible spectrum allocation. CR mesh
networks (semi-static) and CR ad hoc networks (adaptable
and self-reconfiguring using P2P interactions) have both
been discussed in the literature [14]. By accessing data about
interference zones and relaying this to the underlying
common infrastructure or cluster leader, spectrum knowledge
would be readily available to all nodes in centralised
networks. Delay, hop count, energy usage, bandwidth, and
route stability will be among the network parameters which
will be collaboratively optimised. Simultaneously, single-
hop, D2D networking will most likely be used in centralised
networks provided thatthe transmitter's range is not
surpassed.
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A. Cognitive Dynamic Systems and Cognitive Control

Dr. Simon Haykin was the first to propose the concept
of a cognitive dynamic system as an answer to the radio
spectrum's utilisation inefficiencies. Prospective bandwidth
users' capacity for using non - utilized bandwidths is
constrained due to government organisations' control of
electromagnetic bands in the nature of licences [2]. Cognitive
radio was created to maximise the usage of existing radio
frequencies by taking advantage of spectral gaps. The study
describes it as a smart wireless communication technology
that learns from the surroundings and adjusts its settings in
real-time using the approach learning by building.

By assessing the electromagnetic environment, finding
channels, and transmitting data through dynamic bandwidth
control, cognitive radio seeks to maintain high reliability in
connectivity utilising the radio spectrum efficiently. The
radio scene analysis is performed by the receiver, which
surveys the surroundings to detect spectrum holes and
calculates the interference temperature. Dynamic
beamforming is used for inference control in this passive
activity, which requires interpreting non - stationarity
temporal signals to accommodate for the spatial
characteristics of radiofrequency inputs. This strategy relies
on constant spectrum observation and the computation of
alternate paths to recognised spectrum holes since it offers
resilience whenever a main user requires the spectrum for its
own purpose.

Difficulties in the channel estimation problem are solved
by adopting semi-blind receiver training, resulting in a
receiver with two modes: supervised learning and tracking.
The first option acquires and estimates the channel value
using a quick training cycle. The other, on the other hand, is
intended to be used in operating condition and repeatedly
evaluates the channel state. The computations are performed
using a state-space model of the channel parameters, with the
premise of linearity, utilising the process equation and
measurement equation. Choosing an effective monitoring
approach and filter choice addresses AR coefficients,
dynamic noise, and measurement noise.

Cognitive radio might have to function in a distributed
mode via a cooperative system that accomplishes
collaboration among nearest neighbors in constant
interaction, widening the reach of its application and making
it easier for multiple users to adopt and implement the
technology to existing networks. The challenge of transmit-
power regulation for different users can indeed be viewed as
a game-theoretic problem. The author suggested Nash
equilibrium and water-filling procedures as remedies. The
transmit-power regulation problem affects the dynamic
spectrum management system in a similar fashion. The
transmitter handles each of these components of the
operation, thus it employs the very same methods to address
it.
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Figure 1: Cognitive Radio operational representation. [2]

In [15] authors considerations are raised regarding
modulation techniques and traffic control, with a focus on
OFDM. Orthogonal frequency-division multiplexing
(OFDM) is a powerful modulation approach for cognitive
radio and a cost-effective way to enable dynamic bandwidth
allocation. Co-channel interference must be avoided when
using an OFMD, which necessitates the inclusion of a traffic
control system in the dynamic spectrum management
algorithm. This system will be able to anticipate the length of
time the spectrum gap would be empty, as well as predicting
traffic patterns, based on previous data. More information
regarding routing protocol, gateways and more can be found
in [16]-[19]

Following the new paradigm outlined by the five
principles of cognition, a system is deemed cognitive if it can
perform the five basic cognitive processes: perception-action
cycle (PAC), memory, attention, language, and intelligence.
The perception-action 's cycle concept ties to feedback loops,
using sensing devices to extract data regarding the system's
condition and functioning, which is then used to trigger
predetermined events that affect the environment and the
system itself within the context of the Internet of Things. To
reach intelligent decision-making, this approach employs
advanced data analytics and the other components of
cognitive dynamic systems. Expanding on the PAC, by using
relevant stored information about the surroundings, the
system, and past behavior, which are stored in order to
improve the system’s reaction to hypothetical situations.
perceptual, executive, and working memory are the three
types of memory.

The PAC and memory elements of CDS are responsible
for attention. This refers to the cognitive system's ability to
comprehend data and properly optimise all preceding
operations. In a cognitive dynamic system, attention is the
systematic method for prioritising the distribution of
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computational capabilities to alleviate the problem of
information overload. As a result, dynamically filtering
processed data by significance to aid learning and cognitive
controller enhancement are employed. In CDS, attention is
not defined by a physical state, but rather by an artificial
process that shows itself within system. Network protocols
used by devices to interact and send information to other
systems represent speech in engineering systems. To share
data, cognitive systems should be able to adjust to any
communication protocol. Nevertheless, initiatives to
standardise such protocols in the IoT are aimed at finding an
easier solution. Intelligence is built on the preceding four
cognitive operations and incorporates them into an analytical
process capable of choosing the best decisions. Intelligence
can carry out an assessment and develop appropriate action
in the face of unanticipated conditions and uncertainty to then
learn from it.

This innovative feature to Haykin's realisations sparked
the special necessity to incorporate cognitive control further
into conceptual frameworks of cognitive dynamic systems
[10]. Fatemi et al. present a fresh perspective on cognitive
control in this study, concentrating on two key components:
training and planning, both of which are based on two basic
ideas. Firstly, the global perception-action cycle, which in
this case refers to a cyclic controlled stream of environmental
information and is the basic premise of cognition. Secondly
the two-state model is composed of the target state, or target
of interest, and the current entropic state of the preceptor,
which can be viewed as a measure of the lack of sufficient
data in the cyclic flow of information from the global PAC.
Mathematically it is represented by a state-space model of the
environment defined by a process equation and a
measurement equation. The target state, or target of concern,
is made up of the goal state and the entropic state of the
preceptor, which again can be thought of as a gauge of the
insufficient data in the cyclical flow of information from the
global PAC. A state-space model of the environment
characterised by a process equation and a measurement
equation is used to describe it analytically.

The purpose of cognitive control is to optimise cognitive
strategy, which is defined as the probability density function
of cognitive activities, such as the impact of past behaviour
on present state, via learning and scheduling. The current
state of the preceptor is described using Shannon's entropy
notion, which quantifies the disturbance existing as a
probability distribution depending on acquired data. The
system attempts to estimate future entropic state of the
system and apply it in the planning stage of the cycle through
gradual variations, formalised by an automatic rewarding
mechanism at the end of every iteration [10]. The core of the
cognitive controller capabilities is the cognitive control
algorithm, which is described in the article as a method to
converge towards the optimal policy. This is defined and
proved as a special example of dynamic programming that
inherits the fundamental traits of convergence and optimality.
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The authors explain a combined strategy of pure exploration
and pure exploitation dubbed the € — greedy strategy,
which they adapted from Powell et al. [11], to accelerate the
learning and convergence of the algorithm to optimized
parameters. This balance among exploitation (selecting
activities based on the highest value criterion) and
exploration (purposeful sampling actions arbitrarily) could
be considered as an attentiveness enhancer. Assigning
computing resources to sustain developing awareness of the
environment while avoiding local sub-optimal solutions [10].
Figure 2 depicts the global feedback loop as well as the
interconnections between both the cognitive perceptor and
the cognitive controller. The implementation of cognitive
control studied in [10] uses this novel cognitive controller
idea to solve a radar surveillance challenge. The cognitive
controller adjusts the parameters in the system to enhance the
prediction of the object's potion, velocity, and ballistic
coefficients. When contrasted to a static waveform radar,
dynamically modifying the waveform led to a four-order-of-
magnitude enhancement in performance.
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Figure 2: Cognitive Control flow diagram. [10]
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In the face of future unforeseen uncertainty, cognitive
control, as previously established, misses a strategy for
anticipating undesirable outcomes or impediments, often
known as risk. The researchers in [12] go even farther,
recognising the necessity for a component able of interfacing
with multiple parts of CDS, like the preceptor, working
memory, and executive memory, in order to predictably
adjust the system to the new unpredictable environment. To
drive CDS via timely risk-avoidance actions, this redefined
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subsystem employs a Bayesian filter algorithm and a Bayes
generative model [12]. Figure 3 depicts the perceptor's
engagement with the Bayesian-based subsystem. The
posterior is calculated on the latest state derived from
previous iterations in this generative model, with the caveat
that each PAC cycle may have multiple repetitions.

The article's Bayesian filtering is the sub-optimal
Kalman filter, which is applied under premise of a linear
model. For nonlinear applications, the cubical Kalman filter
is recommended. The screening phase' goal is to gather up
valuable information from the generative model and discard
useless details, all while refining the important information
given to the entropic information processor in a top-down
attention process. In addition, a shunt cycle is established to
transfer bottom-up attention from the scheduler to that same
reinforcement learning algorithm, culminating in localized
feedback between the systems. The entropic state
computation flows through into internal rewarding
mechanism, which feeds into the executive for reinforcement
learning and task switch control. This has two key qualities
that let it distinguish between different scenarios: internal
rewards are always positive in the absence of uncertainty and
persistently negative in the presence of uncertainties. The
reinforcement learning mechanism computes and transforms
them into a value-to-go function, which is used as input to the
cognitive controller. The action space (which contains all
theorised activities), internal incentives, discount factor (a
weight provided to progressively discount prior actions), and
policy, all impact this.

The cognitive controller is made up of the planner and
the policy, as defined earlier in this section (the function that
leads to decision making) and of a classifier involved in
decision-making, selecting risk-sensitive cognitive actions
when there is ambiguity. The classifier assigns a specific
posterior to prior disrupted cognitive activities stored in
executive memory based on N past events. Moreover, a task
switching mechanism is provided to avoid the disrupted
cognitive operations from impacting executive memory; this
directly connects with the internal reward systems' dual
composition. Pre-adaptation is accomplished by correctly
identifying events that took place in hazardous uncertain
situations versus those that did not. In the CDS framework, a
set of gates are employed to divert the flow of data to other
regions, necessitating additional investigation if disruptive
cognitive actions are required [12]. The implementation of
effective policy decision is of major relevance in the
administration of these systems, hence cognitive control is
highly pertinent in the IoT field.

The following Section will discuss some attempts to
apply the CDS framework to the IoT and more general trials
to bring cognition into these systems.

B. Cognitive IoT

Incorporating a cognitive element to the Internet of
Things advances existing studies in the areas, which is
focused on enabling generic objects to detect their
surroundings and share their findings with a central
administrator. According to Wu et al. [7], simply being
connected is insufficient. [oT systems should be able to learn,
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think, and comprehend the physical and social world on their
own, giving them "high-level intelligence" [7]. Based on past
work by Haykin and Fuster, the study proposes a new
concept, the Cognitive Internet of Things (CIoT). It presents
anew implementation strategy based on interactions between
five basic cognitive tasks: the perception-action cycle, large
data analysis, semantic extraction, knowledge extraction,
intelligent decision-making, as well as on demand resource
provisioning [7].

By bridging the tangible, virtual, and social worlds and
enabling smart distribution of resources, active network
operation, and smart service provisioning, the researchers
introduce a new network framework wherein physical/virtual
objects are interconnected and act as autonomous agents with
minimal intervention. The structure can be separated into
layers. Through processing incoming inputs and feedback
data, the sensory control layer, which is linked to the global
PAC cycle, directly interacts with the surroundings. The
semantic knowledge layer, which is concerned with semantic
and ontological derivations, further analyses the input in
order to provide context awareness. The decision-making
layer reasoned, planned, and selected the best appropriate
action for the interacting parts to take to use the information
extracted from the preceding layer. The service
evaluation layer evaluates the services provided and
the feedback, using  innovative  social ~ world-related
performance measures.

Planning and choosing are the two aspects of decision-
making generally. The article refers to the process of
selecting an action from a range of options based on gathered
data and deduced knowledge in Cognitive Radio Networks
(CRN), which is driven by their learning capabilities. The
ability to cognitively modify based on previous and present
data is known as cognitive selection. The research highlights
three types of cognitive selection: Markovian decision
processes, multibandit armed problems, and multiagent
learning. Since a distributed IoT architecture is likely to have
a high number of decision-makers, the authors focus on the
last described method, modelling it using game theory and
studying the learning approach with ambiguous, volatile, and
incomplete data [7].

Noncooperative game theories, which characterise
exchanges between individual decision whereby each player
optimises its utility function, are indeed a good fit for the
challenge. The development of this systemsis primarily
concerned with constructing a utility function and achieving
acceptable stable solutions. Local relationships amongst
actors and spatial game models present additional hurdles in
sizable CloT systems. While global information exchange is
impossible in a traditional large-scale IoT system, local
interactions between agents can be achieved via regional
collaboration, resulting in near-optimal solutions. The paper
does not address whether blockchain may be a plausible
solution for the worldwide flow of information in an IoT
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ecosystem and could be a future topic for research in this
field.

In CloT, evaluating the overall system performance is a
difficult operation that is reduced by classifying the data into
two dimensions: cost and profit. Three primary measures are
presented in the profitability dimension. The quality of data
(QoD) is the initial parameter, which assesses the data
gathering procedure as well as the reliability of sensed data.
Furthermore, the QoD ought to be able to measure data
completeness, veracity, and timeliness. The next indicator is
quality of information (Qol), which reflects the amount of
useful data obtained over a certain task based on precision,
accuracy recall, and volume by the decision-maker. These
specifics define the quality of the information presented.
Finally, the profit dimension's quality of experience (QoE)
indicator assesses customer experience relating to access,
steady operation, speed, and requirements. Device usage
performance, computational complexity, energy efficiency,
and storage efficiency, on the other hand, are the cost aspect
measures provided in the study.

Home automation provide an ideal platform for
analysing the prospects of CloT as a people centric [oT that
enhances the quality of life by dynamically modifying the
living spaces in the context of linking the cyber-physical and
social worlds, as described in [21]. Additionally, the growing
presence of intelligent sensors in households makes it
feasible to introduce intelligence to today's smart homes,
buildings, automobiles, and, eventually, cities.

In a larger sense, CloT could be deployed to smart cities
in a variety of ways. Feng et al. detail a test case employing
the CDS concept towards the Internet of Vehicles (IoV) in
smart cities in [22], claiming that modernising the transport
network has the potential to decrease traffic, vehicle crashes,
and commuting expenses. CAVs (connected autonomous
vehicles) are ideal for this since they can change their
activities in response to perceived environmental data. To
keep up with recent advancements in the use of electric
automobiles, the article expands this description to RACE
vehicles. The adoption of vast CAV networks could help both
commercial and public mobility but would also expose them
to cyber-attacks. While delving into the CDS framework for
smart vehicles, the authors explain the cyber dangers that
such networks may face and recommend countermeasures to
maintain the system's resilience, security, and privacy. This
study looks at active attacks like jamming, binding, and FDI
attacks, as well as passive attacks such eavesdropping and
stalking [22]. Due to complex, variable, and hostile
environment in which CAV function, adding CDS as a
proactive supervisor of all components existing in a car is
desired to improve risk management reduction via joint
interoperability and adaptability. Relying on the context
extrapolation features of CRC, operational sensors like
LIDAR, video cameras, radio receivers, and radar receivers
might be dynamically modified to the scenario, increasing
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their functionality. The authors offer an improved CRC
framework that is based on a Bayesian generative model and
entropic information processing, which uses a task switch
method of control to change mode of operation situationally.
The reinforcement learning and scheduler, action library,
policy, classifier, working memory, and executive memory
all make up the executive element of CDS, that would
estimate the optimum cognitive action or policy based on the
adaptive and filtered feedback information. Further studies in
the application of CloT to smart cities, smart manufacturing
and smart energy grids can be found in [23]-[25].

III.  CONCLUSION

This article provides an overview of Cognitive Dynamic
Systems and how they can be used in the Internet of Things.
The standardisation initiatives aimed at expediting the
creation of new [oT designs were also discussed in order to
highlight the current issues with interoperability in IoT
architectures, which is required to develop larger scale and
comprehensive IoT and CloT architectures. In addition,
based on current research, the usage of Cognitive Radio for
IoT was examined. Finally, IoT was used to improve
cognitive policy selection and how CloT is approached.
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Abstract—Internet of Things (IoT) is a distributed com-
munication technology system that offers the possibility for
physical devices (e.g., vehicles, home appliances sensors,
actuators, etc.), known as Things, to connect and exchange
data, more importantly, without human interaction. Since
IoT plays a significant role in our daily lives, we must
secure the IoT environment to work effectively. Among the
various security requirements, authentication to the IoT
devices is essential as it is the first step in preventing any
negative impact of possible attackers. Using the current
IEEE 802.11 infrastructure, this paper implements an IoT
devices authentication scheme based on something that is in
the IoT device’s environment (i.e., ambient access points).
Data from the broadcast messages (i.e., beacon frame
characteristics) are utilized to implement the authentication
factor that confirms proximity between two devices in an
ad hoc IoT network.

Index Terms—Internet of Things, IoT, ad hoc, proximity,
Beacon Frame, IoT Authentication

I. INTRODUCTION

HE Internet over the last four decades has devel-

oped from peer-to-peer networking (P2P), world-
wide-web (WWW), and mobile-Internet to the IoT. The
IoT is a network that might consist of animals, people,
objects, physical devices (e.g., home appliance sensors,
actuators, vehicles, digital machines, etc.) that can collect
and exchange data with each other without human inter-
vention. The way of communication in an IoT network
can be between people, between people and devices,
and between devices themselves, also called machine-to-
machine (M2M).

The IoT environment has three major components; IoT
devices, Cloud, and Client applications. IoT devices are
responsible for sensing and measuring the world around
them, taking local action as necessary (turning off/on
or opening/closing an object, sharing data, etc.). The
cloud is where the powerful applications reside and can
collect data from IoT devices, combine IoT device data
with other data sources, perform data analytics to reveal
trends, identify problems, and predict the future. The
client applications enable users to access and view data
processed in the cloud issue commands to remote IoT
devices.
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In 2015, approximately 15 billion IoT devices world-
wide were in use [1], which was doubled in 2020 (ap-
proximately around 31 billion) and might be around 60
billion by 2024 [2].

In general, IoT is continuously evolving and has be-
come an actual attractive area of attack for hackers. The
number of cyber-attacks on IoT devices is raised by 600%
in only one year, from 2016 to 2017, corresponding
to 6000 and 50,000 reported attacks, respectively [3].
IoT devices are usually subject to Distributed Denial-of-
Service (DDoS) and ransomware attacks due to the fact
that these attacks take advantage of storage limitations
and their internet-supported connectivity [4] which grants
hackers the opportunity to interact with devices remotely.

One way IoT networks can mitigate cyber-attacks is to
establish authentication, which is based on trusting the
other end before communicating with. As of today, there
is a number of ways to establish authentication in IoT
networks:

« On-way authentication: in the case before two IoT
devices start to communicate with each other, only
ToT device authenticates itself to the other, while the
other IoT device will not be authenticated.

« Two-way authentication: both IoT devices must
authenticate themselves to each other prior to the
communication.

o Three-way authentication: a service provider is
involved in this type, which authenticates the two
IoT devices and assists them to authenticate each
other.

« Distributed: this method utilizes a distributed au-
thentication technique between the IoT devices prior
to the communication.

o Centralized: a trusted third end is utilized to dis-
tribute and manage the authentication certificates
used.

ToT devices can be connected to a centralized network,
in which all devices are connected directly the gateway.
Alternatively, IoT devices can be connected to each other
in ad hoc networks, where communications between IoT
devices is used to relay information of other devices to
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the gateway.

We proposes a technique to authenticate IoT devices
in ad hoc networks to verify proximity. This is done in
a way that only devices within a certain distance from
other authenticated IoT devices will be able to connect
to the network. Meanwhile, devices that are far from an
authenticated device or not physically in the area will
fail in the proximity authentication. The proposed system
enforces the security in ad hoc IoT networks.

II. CONTRIBUTION

Using the current IEEE 802.11 infrastructure, this pa-
per implements an IoT devices proximity authentication
scheme in IoT ad hoc networks. This based on something
that is in the IoT device’s environment (i.e., ambient
access points). In this paper, data (a Wi-Fi footprint)
from the broadcast messages are utilized to implement
the proximity by determining whether two devices are
within a certain range for an authenticated IoT device
unobtrusively.

III. GUIDE TO PAPER

This paper is organized as follows; Section IV reviews
the previous research on IoT devices authentication. Sec-
tion V describes the proposed scheme system for beacon
frame-based IoT devices authentication. The experiment
of the proposed system and results are presented in
Section VI. The proposed scheme is analysed in Section
VII. Security analysis is discussed in Section VIII. Lastly,
Section IX illustrates the conclusion for the proposed
method.

IV. RELATED WORK

This section provides an analytical overview of the
literature proposing proximity-based authentication. Some
systems use GPS for proximity verification [5], [6]. This
is mainly done by comparing the GPS location calculated
at two device. Few researches propose using GPS for
location verification. However, using GPS suffers from
performance limitations indoors [7]. Other systems use
wireless sensor network for localization [8]. Moreover,
utilizing wireless sensor network requires additional hard-
ware installed on IoT devices, which can be costly to
deploy and maintain. On the other hand, Bluetooth had
been a popular choice for proximity-based authentication
[9], [10]. In addition, the weakness in these approaches
is that Bluetooth typically has a short-range and requires
additional hardware that is not always guaranteed to be
in the infrastructure or in every user’s device [7]. Wi-Fi
is a popular solution for proximity-based authentication
are ubiquitous and widely used for connectivity in many
users [11]-[13] and IoT devices. A few works use channel
characteristics to verify proximity using signal informa-
tion received from access points such as SSID, MAC
address, and Received Signal Strength Indicator (RSSI)
[14], multipath profiles [15], or mathematical modeling
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on channel characteristics [10], [16]. The proposed system
uses Wi-Fi measurements to achieve authentication in
the context of ad hoc IoT networks. This can be done
by utilizing the role of Representational State Transfer
(REST) API in the IoT Systems, which is able to record
and count everything [17]. The proposed system provides
a complete framework for IoT devices proximity verifi-
cation and management, which is done by utilizing Wi-
Fi Beacon frame information to perform proximity-based
authentication.

V. THE PROPOSED SCHEME

In this section, we will present the proposed scheme in
detail. The proposed scheme aims to authenticate new
IoT devices joining and ad hoc network. The type of
authentication that is carried out is proximity-based. This
aims to prevent adding new IoT nodes that are outside
the “allowed area”. This would also eliminate adding
fake IoT nodes, or adding IoT node outside the allowed
physical boundaries. The proposed system utilizes Wi-Fi
beacons in the area to achieve this goal. In general, Wi-
Fi access points periodically broadcast their own beacon
frame, including Service Set Identifier (SSID) and Basic
Service Set Identifier (BSSID). Moreover, Using the Wi-
Fi footprint, we can measure the RSSI value of every
presented access point in the location.

Before a new IoT device joins an IoT environment, an
authenticated IoT device must verify whether or not the
new device is within the boundary of operations using
their site following the steps below:

1) An authenticated IoT device in the system scan for
the beacon frame of every Wi-Fi access point in
the environment then collect it. Also, it measure
the RSSI value of every presented access point as
follows:

Tuplel = {SSIDl,BSSIDl,RSSIl}
Bl Tupleg = {SSIDQ,BSSIDQ,RSSIl}

Tuple, = {SSID,,,BSSID,,, RSSI,}

(1)
When a new device wants to be added to the
network the authenticated device verifies whether
the new device is within the boundary of operations.
Similar to step, 1 the new device scan for the
beacon frame of every Wi-Fi access point in the
environment and then collect it. Also, it measures
the RSSI value of every presented access point as

2)

3)
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follows: As can be seen in Figurel (a). Node 1 is an authen-
ticated node in the system. The color green denotes an
authenticated node. Node2 enters the system and wants
Tupley = {SS1Dy, BSSIDy, RSSI1} to be authenticated. It scans for Wi-Fi BZaoon and broad-

By { Tupley = {SSIDy, BSSID,, RSST: } casts this data in the request to join the network. Nodel
: received this request along with the scan data. Nodel

verifies whether Node2 meets the proximity threshold
by calculating the Euclidean distance and comparing the
distance with the pre-defined threshold. Figurel(b) shows
that the authentication is successful. In Figurel (c), a
Node 3 enters the area. Node3 is more proximate to
Node2 than Nodel. Node 3 broadcasts the request to join
the network along with the Wi-Fi scan data, which is

Tuple, = {SSID,,,BSSID,,RSSI,}
2
Then it sends it to the authenticated device.
4) When the authenticated device receives the data in
step 3, it calculates the Euclidean distance between
the two data sets, B1 and B2, using equation 3:

n received by Nodel and Node2. Both Nodel and Node 2

D= Z[BlTuplei(RSSI ) — BoTuple;(RSSI))? verify whether Node3 meets the proximity threshold in
i=1 reference to these nodes. Figurel(d) shows that it met the

3 threshold in reference to Node2 but not Nodel. For this

Where D is the Euclidean distance. case, the new device meat the threshold with two devices.

If D is below a certain defined threshold, the It connects to the device with the least Euclidean distance.
proximity authentication is successful. If D is above

this threshold, proximity authentication fails. The )

threshold is determined based on a calibration To test the proposed system, two experiments were
experiment. Such calibration can be done by the conducted. Experiment 1 calculates the accuracy of the
vendor for similar devices. Alternatively, it can be proposed proximity-based authentication. Experiment 2
calculated at the area of operation for different simulates the system operation with several nodes.

devices. A. Two-device proximity authentication
The proposed system facilitates proximity authen-
tication for multiple nodes. Authenticated devices
are able to verify new device proximity before
authenticating them to the network. This is done
using the threshold, which is determined by the
Euclidean distance in equation 3. When the calcu-
lated distance is below the threshold, it means that
the accepted proximity reflects the most efficient
data transmission in the ad hoc network. Also, it
enforces security in the system to make sure far or
imposter devices are not able to authenticate. Figure
1 shows how authentication works in the proposed
system.

VI. EXPERIMENTS

In this experiment, two Raspberry Pis were placed
within two meters of each other. Each Raspberry Pi
scanned and collected the Wi-Fi beacon frames and RSSI
in the area following equation 1 and equation 2. The
collected data was used to calculate the value of the
threshold using equation 3. In the experiment, the ten
access points with the highest RSSIs were used in the
equation. To test the proposed system, the two Raspberry
Pis were placed at ten different locations around the
building. Ten authentications were attempted at each
location. Five of these attempts were conducted when
the two devices were less than two meters apart. Then,
five more times where the two devices are more than two
meters apart. The data was collected for each attempt and
the Euclidean distance was calculated using equation3.

This distance was compared to the threshold to determine
~—© successful and failing authentications. The results of the
experiment are shown in Table I.

a) b) TABLE I

SUCCESS RATE

Actual
N =100 Success Failure

True TS =4554% | TF = 42.36%
False FS = 4.46% FF = 7.64%

9) The experiment returned authentication accuracy of

87.9%. The accuracy can be increased if the tolerance
Fig. 1. Authenticating new IoT nodes of the threshold value is increased. When 20% tolerance
is considered, the accuracy jumps to 94.5%.
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B. Several nodes simulation

This experiment is to simulate the system’s operations
when several nodes are involved. The simulation was
conducted utilizing python. The threshold calculated in
the experiment above was considered. A function was
written to perform the authentication following the steps
above. The nodes in the simulation were configured
with these Actual RSSI values at ten different locations
collected in the experiment above. The simulation had
each node to authenticate with the other through an
iteration. Each node in the simulation would attempt to
connect to the node where there are the nodes that meet
the threshold and with the least Euclidean distance. In
the simulation, each device is connected to a node with
the least distance, as shown in figure 2. The experiment
returned authentication accuracy of 90%, see Table II.

Fig. 2. Experiment 2: Ten nodes simulation

TABLE II
SUCCESS RATE
Actual
N =10 | Success | Failure
True TS=5 | TF=1
False FS=0 | FF=3

VII. SYSTEM ANALYSIS
A. Continuous Authentication

Continuous authentication is a feature where the au-
thentication process every predefined time. The service
provider will check continuously if the two communicated
IoT devices are in the same IoT network in order to
maintain the section. The frequency with which the IoT
devices collect and send the new data (SSID, BSSID,
RSSI values) can be varied based on requirements and/or
an administration’s desire. The continuous authentication
will check if both communicated IoT devices are still in
the same IoT environment in order to keep the session
alive. If not, the session can be automatically terminated.
This feature could mitigate and, at some level, prevent
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some types of cyber-attacks (more details are provided in
the next section).

B. Usability

Due to the proposed scheme using the existing IEEE
802.11 infrastructure (i.e., Wi-Fi access points already in
the IoT environment, network interface cards already in
IoT devices), no new hardware is required to be installed.
Moreover, the proposed scheme is considered to be read-
ily applicable in a scalable manner because it relies on
ubiquitous Wi-Fi access points. The internet can be found
almost everywhere people live [18]. Due to its ubiquitous
nature, the internet is an essential and robust platform for
education, business, and entertainment. It has been noted
that locations with reliable internet connectivity are also
where access points are commonly established [19].

VIII. SECURITY ANALYSIS
A. Environment Simulation Attack

A chance of simulating the IoT Environment is possi-
ble. The attacker scans the IoT environment (i.e., beacon
frame characteristics and RSSI value) and then replicates
it elsewhere, where the attacker has full control of the
simulated environment. In the proposed research, the IoT
environment can be scanned and replicated; however,
the attacker’s IoT device’s unique identifier (e.g., IMEI,
UUID, MAC address, etc.) will not match the IoT’s
unique identifier in the database. Moreover, the admin-
istration will be notified because the authentication entity
will reject the request. Also, The continuous authentica-
tion feature will mitigate and, at some level, will prevent
the attack.

B. Insider attacks

An attacker can be inside the IoT environment, which
means he/she will be able to scan the IoT environment
(i.e., beacon frame characteristics and RSSI value) and
then utilizes it. Beginning inside the IoT environment
and scanning it, is something easy to obtain. However,
the continuous authentication feature will mitigate and, at
some level, will prevent the attack. In addition, the ser-
vice provider will notice that the malicious IoT device’s
unique identifier does not match the one in its database,
which results in rejecting the request and notifying the
administrator.

IX. CONCLUSION

IoT is one of many buzzwords in Information Tech-
nology (IT), which will transform our daily lives into
smart systems. To guarantee the security of the wireless
communications in an IoT environment, devices must
build trust in the identity of each other, authentication.
This paper proposes a technique to authenticate IoT
devices in ad hoc networks to verify proximity. This is
done in a way that only devices within a certain distance
from other authenticated IoT devices will be able to
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connect to the network. Meanwhile, devices that are far
from an authenticated device or not physically in the area
will fail in the proximity authentication. The proposed
system enforces security in ad hoc IoT networks. Also,
it figures the more suitable device to connect to in an ad
hoc network that would reflect the most suitable Radio
frequency conditions to communicate. The experiment
showed an adequate accuracy of proximity authentication
that can be increased with configuring the tolerance in
the threshold.
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Abstract— While the global electric vehicle (EV) adoption is
on rise, developing countries like Pakistan have been facing
many obstacles in the face of EV adoption such as shortfall of
electricity, high EV prices, low average income and absence of
commercial and residential charging infrastructure. In this
paper, we propose a design of a micro solar electric vehicle,
which would help overcome all of these problems and provide an
economical yet feasible solution. The design and system sizing of
the micro solar EV was done in HOMER Pro. A dynamic model
of the micro solar EV was created in MATLAB/Simulink, which
implemented PV generation, maximum power point tracking,
battery charging and discharging, DC-motor operation and
speed control of the electric vehicle, while taking into
consideration environmental factors like irradiance and
temperature.

Keywords— solar EV, solar car, electric vehicle, EV design,
dynamic modeling

I. INTRODUCTION

Climate change is one of the most pressing issues of the
modern world and steps are being taken around the world to
help slow down and mitigate climate change. The use of
electric vehicles is one such bold step that helps reduce the
GHG emissions of the global transport sector and slow down
the impact of climate change. Global EV adoption has been
growing at a rapid pace, in developed countries. However, the
same cannot be said about developing countries, such as
Pakistan.

The EV adoption in Pakistan is facing many obstacles
including but not limited to electricity shortfall, high prices of
electric vehicles, low average income, absence of commercial
charging infrastructure and the inability of residential electrical
infrastructure to charge an electric vehicle. At typical electrical
service is SA or 10A at 220V to supply house load, which is
not enough to charge an EV at home.

Therefore, in this paper, we propose the design of a micro
solar electric vehicle, which holds against all the above-
mentioned challenges. This solar EV would have the ability to
take power from the sun in the form of solar energy, throughout
the daytime. It would also be very economical in price and
would easily be charged from the existing residential electrical
infrastructure.

II. LITERATURE REVIEW

While it has roughly been less than a decade since EV
commercialization has become mainstream and automakers
are selling fully functional EVs to consumers. There has been

36

M. Tariq Iqbal
Department of Electrical Engineering,
Memorial University of Newfoundland,

St. John’s, NL, Canada.
tarig@mun.ca

plenty of research on EVs before that as well. During the
literature review part of this research we came across multiple
designs and dynamic models of all types of EVs from micro
electric vehicles, to passenger sedans, vans, buses and other
commercial vehicles.

Qingqing Xie et al. present a MATLAB/Simulink model
for advanced vehicle dynamic model for EV emulation, while
taking into consideration actual environmental conditions. The
model also takes into account the rotational inertia of each
component involved in developing the model [1]. Another
research published in University of Washington discusses the
dynamics of an electric vehicle by preparing a model which
uses enhanced techniques such as torque vectoring [2].
Similarly, another research uses modelica methodologies to
model EV pickup attributes to study the dynamic response of
an electric vehicle [3]. Other such models for battery dynamics
and solar hybrid vehicles have been given in [4] and [5]
respectively. In conclusion, there is enough research material
that can be found for developing a model to study the vehicle
dynamics of an electric vehicle.

Talking about solar electric vehicles, there is limited
research present on the design of solar electric vehicles, let
alone, dynamic models of solar electric vehicles.

As outlined in [6] the research on solar electric vehicles can
be divided into three major segments a) commercial solar cars,
b) solar electric vehicles for solar races and c¢) small solar cars.
Research groups and universities from all around the world
take part in solar car design for solar races such as World Solar
Challenge [7] and American Solar Challenge [8].

Talking about the second segment of solar electric vehicles,
there are multiple automakers, who have undertaken the task
of designing and selling commercial solar electric vehicles [9]
[10] [11]. Finally some interesting designs have come forward
for the small solar electric vehicle segment as well [12] [13].

However, there exists a huge gap, when it comes to
developing and studying a dynamic model of a solar electric
vehicle. In our previous research, we proposed a design for a
micro-solar electric vehicle for application in Pakistan [6]. In
this paper, we are going to develop a dynamic model of our
micro-solar electric vehicle using MATLAB/Simulink.

III. DESIGN OF MICRO SOLAR EV

Before we talk about the dynamic model of our micro solar
electric vehicle, we will briefly discuss the system design and
PV sizing. The specifications of the vehicle used in the design
are as following;
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Table 1: Vehicle Specifications used for the design [6]

Item Description
Max. Range 100 km
Dimensions 2450 mm* 1350 mm* 1750 mm
Wheelbase 1500 mm
No. of seats 3
Motor Size 1200 W
Total Motor Torque 100 Nm
Max Speed 43 km/hr

The design and PV sizing was carried out in HOMER Pro
and the system can be seen in the figure below:

DC
Kyocl45 | Electric Load #1

am_.l .9
a 3

1.20 kWh/d
1.55 kW peak

Dis1.0

R~

Figure 1: System Design of micro-solar electric vehicle in HOMER
Pro [6]

The sizing of the system was as follows:

Table 2: System sizing carried out in HOMER Pro [6]

Item Quantity
Solar Panels/ Advance Solar Hydro 3

Wind Power API - 150 W

24V, 1kWhr Li-lon battery, 72V bus 3
Cost/NPC (Rs) 177013.7
Cost/COE (Rs) 54.62492
Cost/Operating cost (Rs/yr) 961.2305
Cost/Initial capital (Rs) 184128
System/Ren Frac (%) 100
Kyoc145/Capital Cost (Rs) 21000
Kyoc145/Production (kWh/yr) 766.9749
Dis1.0/Autonomy (hr) 57.6
Dis1.0/Annual Throughput (kWh/yr) 392.1335
Dis1.0/Nominal Capacity (kWh) 2.88

Based on this system design and sizing, we have developed
a detailed dynamic model of our solar electric vehicle.
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IV. DYNAMIC MODELING OF MICRO SOLAR ELECTRIC
VEHICLE IN MATLAB/SIMULINK

Electrical dynamic modeling is an important part of
research and helps us understand how a system would be
working in real-life. A dynamic model of a PV system would
not only help us understand how the system would perform,
but also how it would reach to the changes in the environment.
This dynamic model would also help us simulate the system in
various conditions that an electric vehicle has to go through
during its course of operation.

Figure 2 shows a block diagram of the dynamic model of
our system. As shown in the figure, our system consists of
seven major blocks, which are further made of tens of
components, all coming together to form a dynamic model of
our micro-solar electric vehicle. The first block i.e. PV arrays
generate power by converting solar energy into electrical
energy, which is then supplied to the DC-DC converter. This
converter is then connected to the battery storage block of our
system, which not only stores this power, but also supplies to
the DC motor, when in operation. The battery storage block
can also be charged by an external AC source i.e. the electrical
grid. There are two control blocks used in our system, one is
an MPPT controller, which helps the system extract the
maximum amount of power from the PV panels, and the
second one is a speed controller, which helps the DC machine
operate at desired speeds, as per the speed reference provided.

AC Source

v

AC-DC
Charger

—— | MPPT

DC Motor
(EV)

DC-DC
nverte "l

PV Arrays > Comverter

Battery >

Figure 2: Block Diagram of the dynamic model

A. PV Array

PV arrays are the most fundamental part of our dynamic
model, as we are developing a micro solar electric vehicle,
meaning our focus is on extracting the most amount of power
from the PV array, given the available space to mount PV
panels. It is important to note that the non-linear output of PV
modules is affected by environmental parameters such as
irradiance, temperature, clearness index, dust, cloud and other
shading effects etc. However, in this model, we are only taking
into account irradiance and temperature.

A PV array can be made up of multiple PV modules, which
in turn consist of series of PV cells. To better understand the
performance of a PV module, we will take a look at the
equivalent circuit of a PV module as show in figure 3.
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Figure 3: Equivalent circuit of a PV module
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This equivalent circuit gives us some basic equations to
help calculate the values of current and voltages under
consideration.

Io= I, |exp (Z—:) ~1| (1)
Vp =" XA X Negy )
Va = Vpy + Rslpy 3)
v=ln=Ip=32 @

In the above equations Eq. (1) to Eq. (4) [14], Ly is the diode
current, I, is the light-generated current, , I is the diode
saturation current, Vris thermal voltage equivalent, V4is the
diode voltage, Vpy and I,y are module voltage and current,
respectively, K is the Boltzman constant equal to
1.3806x10—-23J/K, A is the diode ideality factor, T is the
cell temperature, q is the electron charge equal to 1.602x10-
19C, and N is the number of cells connected in series
in a module. As evident, from equations 1 to 4, almost every
parameter of the PV module is subject to change as per the
variations in temperature and irradiance.

Based on the results from HOMER Pro [6] the model
consisted of three 24V, 150W solar PV (Advance Solar Hydro
Wind Power API — 150) modules connected in series, making
the bus voltage to be 72V.

B. Maximum Power Point Tracking (MPPT) Controller

As discussed before, the performance of a PV module is
very much dependent on environmental factors like irradiance
and temperature. For each PV module, there is a point in the P-
V curve, where the PV module is giving the maximum amount
of power. This point is called Maximum power point, and it
can be different for different condition. This can be observed
in figure 4, where two different temperatures result in two
different MPPs.

Valtage ()

Figure 4: PV Curve of our chosen PV Module
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Maximum power point tracking is a process, controls the
power generation from a PV panel in a manner that it is always
operating at maximum power point. There are numerous
techniques to achieve maximum power point tracking such as
incremental conductance method, perturb and observe (P&O)
method etc. In this model, we are going to use the perturb and
observe (P&O) method, in order to implement maximum
power point tracking.

The way P&O technique is used is that a minor perturbation
is introduced into the system, which causes the power of the
PV module to vary. After the perturbation is introduced, the
algorithm then observes the output power periodically and
compares it with previous power. A similar perturbation is
introduced to vary the voltage of the PV array. By doing so, the
algorithm identifies, where the system is lying on the PV curve.
Depending on that, the duty cycle is either increased or
decreased.

P A

MPP
AP=0
; AV=0
(if) (ii0)
ﬁs,ig I AP>0
@ ’ l AV<0
AP<0 : A
AV=0 1 | AP<0
| AV>0
|
[
1 » V
\"MI’P

Increase Voltage Decrease Voltage

Figure 5: P&O algorithm working principle [15]

As seen in the figure 5, our system can have two operation
points. The first one is indicated as point 1 and the second one
is indicated as point 2 on the graph. In the case that the system
was on point 1, the voltage needs to be increased. Similarly, if
it was on point 2, the voltage need to be decreased. In order to
implement this operation, we used a code-based function,
according to the flowchart shown in figure 6.

The MPPT starts by measuring the current and voltage of
the PV modules using sensors, and outputs a duty cycle. This
duty cycle is going to be used to generate a PWM signal,
which will enable or disable the switch used in our DC-DC
converter. A change in the duty cycle generated by the MPPT
means that the voltage of the module would change and
subsequently, the power of the PV module would also change.
The P&O algorithm can be best described by the flowchart
given in figure 6.
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Figure 6: P&O Algorithm flowchart

C. DC-DC Converter

As evident from the name, DC-DC converters are used
where both the input voltage and output voltage are in DC. The
main purpose of using a DC-DC converter is to produce a
regulated voltage from an uncontrolled source to a load that
may or may not be constant, in a manner that is efficient. A
DC-DC converter is a high-frequency power conversion
circuit, which makes use of high-frequency switching,
transformers, inductors, and capacitors.

There are many different topologies of DC-DC converter
including buck, boost, buck-boost and SEPIC converters. A
buck converter is used in applications where the output voltage
needs to be lower than the input voltage, boost converter is
used when output voltage needs to be higher than input voltage,
whereas, buck-boost and SEPIC can be used in both situations.
In this model, we are going to use a buck converter since the
input voltage or PV module voltage in our case is higher than
what is needed at the battery terminal. Figure 7 shows the
circuit of a buck converter.

SWITCH

A Y YN
+ | L Vour
+
VIN PWM D c—— § LOAD
CONTROL

Figure 7: DC-DC Converter (Buck Converter)

The buck converter operates in two steps. The first step of
operation is when the switch is turned ON. During this step,
the current is flowing to the output capacitor, thus charging it
up. Since the voltage of a capacitor does not rise instantly, as
well as the inductor limiting the charging current, the capacitor
voltage is not the full voltage of the source during the switching
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cycle [16]. This is depicted in figure 8, the highlighted part of
the circuit shows the flow of current.

—_—
r—_

SWITCH
ON

Figure 8: Buck Converter Operation (Switch ON)
During step two, the switch turns off and a voltage is created
across the inductor due to the fact that inductor cannot change

current suddenly. This voltage allows the capacitor to charge
and power the load when switch is off [16]. This can be seen

in figure 9.
o lm }

SWITCH
— 2

OFF
U‘
&

Figure 9: Buck Converter Operation (Switch OFF)
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e

Now in order to design the buck converter, we need to
calculate the values of the components used to form the buck
converter [17]. Following are the mathematical equations that
help design a buck converter.

Vour

©)

D — ___7ouT
max VIN(max)X 1

Where, Vi (max) = maximum input voltage
Vour = output voltage

1 = efficiency of the converter

L = Vour X (Vin—Vour) (6)

Al X fs X Vin

Where, f; = minimum switching frequency of the converter
Al = estimated inductor ripple current

Al = (0.1t0 0.4) X Ipyr (maxy (7

Alp,
8 Xfs XAVoyr

)

Where, Cyyr = minimum output capacitance

Cour =

AV,yr = desired output voltage ripple
AVyyr = ESR X Al 9

Where, ESR = equivalent series resistance of the used output
capacitor [17].
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The buck converter design is complete once we have
calculated the values for the inductance and the capacitance to
be used.

D. Li-lon Battery

For the battery storage system of our PV system, we used a
Li-lon battery. The model present in Simulink is called a
generic battery model, which allows you to mimic the charging
and discharging characteristics of any rechargeable battery.
Figure 10, shows the equivalent circuit of the rechargeable
battery model [18].

A
| 7
First order 0
low-pass filter
‘| i ]
iit) _ g (Discharge) Internal
it | 5:1 B Resistance
Y 1 (Charge) NN \—o—o+
Expls) A Ioatt - A
it | S T LAB ()5 -1 :
Ex 3
vy v Vo |
| Eetrarge = S20it i Exp, BattType) Conll'rolled :
. e o ~Epar—w{T) vOltage '
| Edischarge = AiGr.i* Exp. BattTipe) bt \T[’ source 2

Figure 10: Equivalent circuit of a rechargeable battery model

The battery model has three observable parameters i.e.
battery voltage, battery current and SOC. As evident from the
name, battery voltage is the rated voltage of battery. A positive
battery current represents that the battery is discharging,
whereas a negative battery current represents that the battery
is charging. Similarly, SOC is the battery state of charge, and
gives information about the state of charge of the battery at
any given moment. An increasing SOC represents battery
charging and a decreasing SOC represents battery
discharging.

E. AC-DC Charger

In addition to the battery being able to charge from the PV
panels, the micro solar electric vehicle would also have the
ability to charge from an AC source, if needed. This represents
the time of the day when there is no sun, and the vehicle needs
charging. In such a case, the car battery could be directly
plugged into an AC wall outlet. This is where the AC-DC
charging block comes in handy. Figure 11, shows the
equivalent circuit of an AC-DC charging block [19].
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Figure 11: AC-DC Charging Block

F. DC Machine

Since our micro solar electric vehicle would be running a
DC motor, in order to develop the model of such a motor, we
have used the DC machine block in Simulink. The DC machine
block allows us to implement both a wound-field or permanent
DC machine. However, in our case, we are using a wound-field
DC machine in series configuration.

The armature circuit of the DC machine consists of an
inductor La and resistor Ra in series with a counter-
electromotive force (CEMF) E, which is proportional to the
machine speed.

E=Kg  (10)
Where, Kj; is the voltage constant and w is the machine speed.
Electromechanical Torque =T, = K;I, (11)
Where, K7 is the torque constant.

There is a mechanical part of the DC machine, which is
used to calculate the speed of the machine from the net torque
applied to the rotor.

J

Where, ] = inertia,

dw

S T, =T, = Bpw— Ty

(12)

B,,, = viscous friction coefficient, and
Ty = Coulomb friction torque.

G. Speed Controller

The last block of our model is a speed controller, which is
being used in order to regulate the speed of the motor. The
speed controller is a simple PWM Chopper circuit. Figure 12,
shows the model of the circuit

Triangle

PWM

Zero-Order
Hold

Add

Figure 12: Voltage to PWM Signal Converter Block
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By taking into account the reference voltage set on the
input side of this circuit, it generates a PWM signal, which
operates a high-frequency switch thus changing the average
value of current supplied to the motor, which results in an
increase or decrease in the motor speed as required.

V. SIMULATION RESULTS AND DISCUSSION

A dynamic model of the block diagram shown in figure 2,
was implemented in Simulink, which consisted of all the
major blocks discussed in the previous section. The detailed
model can be seen in figure 13.

A. PV Operation

Now let us take a look at the results of each part of the
simulation. First of all we have the PV array, the output of
which is very much dependent on the irradiance values. We
are going to introduce a variable irradiance curve, to see how
PV output varies accordingly. Figure 14, shows the changing
irradiance values. At these values, the PV is generating the
amount of current and voltage shown in figure 15. Notice, how
the voltage and current values change with the irradiance
values.

B. Battery Operation

Now let us move on the battery parameters, when PV
modules are in operation and actively generating power, this
power is being directly transferred and deposited into the
battery. This is being demonstrated in figure 16. Notice that
the SOC of the battery is increasing over the course of the
simulation, and the battery current is in negative, which shows
the influx of current into the battery.

Similarly, when the PV is disconnected due to any reason
including bad weather or absence of sun during night time, the
PV panels will not be producing any power. Hence, the EV

]

S By

motor will be drawing power from the battery. If we look at
figure 17, we can see that the SOC of the battery is decreasing
and the battery current is also positive, which shows the
outflow of current from the battery.

In the last scenario, we will be charging the battery directly
from the AC source, through the CCCV charging block. In this
scenario, once again the battery SOC is positive and the
battery current is in negative as shown in figure 18.

C. DC-Machine Operation

In this section, we are going to observe the operation of
the DC machine, which represents the electric vehicle motor.
The DC machine operation can be observed in two different
modes.

The first one is the normal mode, in which the DC machine
is drawing power from the battery and generating a normal
response. This can be seen in figure 19, from the armature
current, field current and electrical torque values.

The second mode of operation is when the DC machine is
put in reverse, which represents the electric vehicle moving in
reverse direction. In a DC series machine, in order to reverse
the direction of motion, we have to change the polarity of field
windings. In this model we have achieved this by using ideal
relay modules, which can be switched at any instant at the start
of, or during the simulation to reverse the direction of the
vehicle. Figure 20 shows the vehicle direction changing at the
5 second mark during the simulation. This change is denoted
by a change in the direction of field current.

D. DC-Machine Operation under variable load

In order to understand the response of our electric vehicle
over uneven or steep roads, we are going to run the simulation
for 60 seconds, introduce a variable load profile and see how
that affects the dynamics of our electric vehicle. Figure 21,
shows the dynamic load profile used in the simulation. Figure

. 1

(Courge Cameet [

Uerium Batiery Charger

Figure 13: Simulink Model of the proposed micro solar electric vehicle
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22, shows DC Machine dynamics under that changing load
profile. The electrical torque and armature current of the DC-
machine varies accordingly to keep up with the uneven roads.

E. Speed Control

Finally, we are going to observe how our speed control
circuit works. In this case, we are running the simulation for
60 seconds, and we have introduced a signal which changes
the speed reference every 10 seconds. Figure 23, shows the
changing speed reference. Figure 24, shows the dynamic
response of the DC-machine to keep up with the changing
speed reference.

Figure 14: Variable Irradiance Values to measure PV Response

R
!

1% [ \ |

Figure 15: PV Voltage and Current variance as per changing
Irradiance

s

Figure 16: Battery Charging Mode (From PV Modules)

Figure 17: Battery Discharging Mode (During Motor Operation)

e
| |

Figure 18: Battery Charging Mode ( From AC Source)

Figure 20: DC Machine Forward and Reverse Operation
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Figure 21: Variable Load Profile for DC Machine

SR TS P

Figure 22: DC Machine dynamics under variable load

Figure 23: Variable Speed ;eferencq for DC Machine

A e a1t

. FEa U .

Figure 24: DC Machine dynamics under variable speed reference

VI. CONCLUSION

A novel design for a micro solar electric vehicle for
application in Pakistan has been presented in this paper. Not
only does this micro solar electric vehicle provide the basis for
the design of a new class of cars, but it also helps solve almost
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all of the problems that are currently slowing the growth of EV
market share in Pakistan and other developing countries.

The said micro solar electric vehicle was designed in
HOMER Pro, and a system sizing was done. According to this
system sizing, the micro solar electric vehicle would require 3,
24V, 150W PV modules (Advance Solar Hydro Wind Power
API - 150) to add a range of approximately 30 KMs to the pre-
existing battery range of the electric vehicle.

The electric vehicle can also be charged from a 220V AC
outlet with the help of the onboard AC-DC charging block,
which allows the electric vehicle to charge at extremely low
currents, easily supported by the current residential electricity
infrastructure in Pakistan.

In addition, a dynamic model of the micro solar electric
vehicle was developed to be studied in much more details. The
dynamic model focused on three different aspects of the
systems i.e. power generation by PV modules that are to be
mounted on top of the vehicle, battery charging from PV
modules as well as an external AC source, and finally DC-
motor operations in forward and reverse mode. Other notable
features of the model include a maximum point power tracker
and a PWM chopper based speed control circuit.

The dynamic model of the system not only helped us fully
understand the working of the system in different modes,
conditions and situations, but also helped us understand how
the system will react to any variations in the environmental
factors such as irradiance and temperature etc.
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Abstract— Solar water pumps must be the most optimum size
to work efficiently and be at a reasonable price. The storage
system can play a main role in both system reliability and the total
cost of a solar water pumping project; thus, it should be designed
carefully. Traditionally, only batteries or water tanks are used as
primary storage system; each of them has its benefits and
drawbacks. In this research, a new approach to a storage system
is proposed, consisting of both batteries and water tanks at the
same time. Such hybrid storage can decrease project cost and
increase system reliability. To find the most optimum size for such
a hybrid system an optimization algorithm named “Imperialist
Competitive Algorithm (ICA)” is used to minimize the Life-Cycle
Cost Analysis (LCCA) of the storage system. In this paper, a
hybrid storage configuration for solar water pumping for a site in
Iran is proposed, and results of the optimum size for that system
using ICA are expressed. It is shown that the configuration is more
feasible compared with many other configurations.

Keywords— Solar water pump, Energy storage, Hybrid storage
system, Optimization, ICA, Life-cycle cost analysis

L.

These days, conventional pumping systems are replaced
with solar water pumping in remote areas, especially in Middle
East countries. The most significant issue with solar-based
systems, including solar water pumping, is storage systems,
which increase solar projects' cost [1].

INTRODUCTION

In the authors' previous work [1], two configurations of
storage systems, battery storage and water tank, were proposed,
and the advantages and disadvantages of each system were
discussed. It is wise to design a hybrid storage system consisting
of batteries and water tanks to take advantage of both systems.
In addition, the system's reliability will be increased because in
case of failure in either water tank or battery bank, another one
can cover partial needed storage.

Apart from what is said, the most motivation to have a hybrid
storage system is that if only batteries are used as a storage
system, it will be pricy, or if only a water tank is used as a storage
system, an amount of produced solar energy will be missed
because PV output should reach to a specific power to run the
pump in the morning, and when the output power drops below a
threshold point, the pump will be stopped. So, the produced

978-1-6654-8684-2/22/$31.00 ©2022 IEEE
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power in the early morning and late afternoon will be missed as
shown in figure 1 below.

Figure 1: Nominal output array power for the site in Iran (for June 17th)

Since a hybrid system consists of both battery and water
tank, conventional design software like Homer pro or PVSYS
cannot be employed. Thus, an optimization method should be
employed to calculate the optimum size of battery storage or
water tank storage system in this hybrid system. Due to
complications of this optimization problem and storage
constraints, the “Imperialist Competitive Algorithm (ICA)” is
used; this evolutionary algorithm is more efficient and
straightforward to implement in comparison with typical
optimization methods.

In this paper, first, an overview of hybrid storage systems is
given; then, the optimization problem is defined in detail. After
expressing the ICA, it is shown how to implement this algorithm
to reach an optimum size of hybrid storage for solar water
pumping for a site in Iran. In the end, a conclusion of the results
of the proposed systems are given.

II. HYBRID STORAGE SYSTEM

The proposed hybrid system consists of a few strings of
batteries and a water tank. The batteries can be charged during
the early morning and late afternoon, save any excess energy
during the day and provide power to the water pump whenever
needed. The water tank is used to store excess pumped water
and discharge water in case of pump failure or unexpected
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water demand. A simple schematic of this hybrid storage
system is depicted in figure 2.

Conveter

Power
flow Water

flow

[——=——
Water
use
PV arra
Y Water Tank
Battery Bank
Water Pump

Figure 2: Schematic of a water pumping system with a hybrid storage

This system is proposed for a site near Mashhad in
northeastern Iran; this site's approximate area is two hectares,
which is divided into 20 cherry and apple gardens with shared
water well [1]. Currently, they use diesel generators (figure 3)
to provide power to the water pump which this research aims to
replace it with an affordable and efficient solar water pumping.

III. DEFINE OPTIMIZATION PROBLEM

The advantage of a hybrid storage system is expressed
above. The question has still remained what is the most optimum
size of the battery bank and what is the best capacity for the
water tank to reduce the system cost while meeting the minimum
needed back-up for solar water pumping to guarantee the system
reliability; clearly, this is an optimization problem. Like any
other optimization problem, first, it is necessary to determine the
objective function (which can be called cost function because
here is a minimization problem) and constraints that might be
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linear, nonlinear, equal, or unequal. In the following, the
optimization problem is expressed for a hybrid storage system
of solar water pumping for the site under study.

A. Cost function

In this research, like some other work such as [2], Life-
Cycle Cost Analysis (LCCA) is considered as the cost function:
LCCA = CC + CO&M + CR

Where:
e Cc=Capital cost
®  Cosm=Operation and maintenance expenses
e (Cr=Replacement cost during the project lifetime
» Note 1: According to Homer pro simulation for this
site in Iran, the mean battery depth of discharge is
approximately %15. Also, based on the battery
manufacturer company, if %15 of battery capacity is
used, the battery lifetime will be more than 2000
cycles (figure 4). Since the operation period in this site
is about five months per year, there is no need to
replace the batteries during the project lifetime, as
shown in Homer pro results in figure 5.
120
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Figure 4: Life characteristics of cyclic use for Euronet Gel Battery

The water tanks are last long, and there is no need to replace

them during the project lifetime. Thus, the term Cr can be
omitted in the LCCA function.

Quantity Value Units
Autonomy 68.5 hr
Storage Wear Cost 0.133 $/kWh
Nominal Capacity 263 kWh
Usable Mominal Capacity 210 kWh
Lifetime Throughput 228,510 kWh
Expected Life 54.7 yr

Figure 5: Results of Homer pro battery analysis

Note 2: the used batteries are gel batteries which
unlike the conventional lead-acid batteries, they do not
need to charge after each period of use. In addition, the
water tanks have no specific operation or maintenance
cost. As a result, the term Cogm is relatively small, so
that it can be omitted as well.
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For this specific site in Iran, the sum of the capital cost of
water tanks and batteries is considered as a cost function:

Pg = Price of batteries

Cost fuction = Pg + Pr ; {PT = price of water tanks

B. constraints

The only constraint in this problem is that there should be
enough stored energy, whether in the form of chemical energy
in batteries or potential energy of stored water in tanks, to
ensure the reliability of the solar water pumping system during
the operation period on the site in Iran. The best source to find
this minimum needed energy is Homer pro simulation because
Homer calculation is based on accurate data for the ambient
condition on the site in addition to battery specifications. Based
on Homer simulation, the minimum stored is calculated:

1) Homer suggestion for total size of the battery bank for
the site in Iran is 240 KWh
2) Just 80% of the battery capacity is allowed to use (min

SoC is 20%); also, the efficiency of this battery is 85%;
so the minimum needed stored energy is:
minimum needed stored energy
=240 KWh x 0.80 x 0.85
=163.2 KWh

It is found that this solar water pumping in Iran needs at-least
163.2 KWh of stored energy. As a result, the constrain for this
optimization problem is:
((Eg +Epr)—163.2) < ¢

Where:
Eg is the stored energy in batteries
Er is the stored energy in water tank
€ is a small positive number. In this paper, it is
considered as five percent of the minimum
needed energy to ensure daily water demand is
satisfied.

&= 163.2 X 0.05

The following procedure is taken to calculate the stored
potential energy in the battery and water tanks:

Stored energy in battery: To calculate the total stored
energy in batteries, simply can multiply number of used
batteries to the ampere-hour of each battery times voltage of
each battery:

Eg (Wh) = # of batteriesx 100 Ah x 12 V

Stored energy in water tank: The potential stored energy in
water tank can be obtained based on injected water into the
tank by water pump. To do so, first, divide tank capacity by
rated water flow to see how many hours it takes to fill this
water tank; then, multiply the water pump's nominal power to
calculate hours to obtain the energy consumed by pump to
pump sufficient water to the tank. This energy is called the
stored capacity of the tank [3]:

Er (KWh) = Tank capacity (m®) + 27 (m’/h) x 22 (KW)
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IV. IMPERIALIST COMPETITIVE ALGORITHM (ICA)

Imperialist Competitive Algorithm (ICA) is an evolutionary
algorithm which is proposed by Esmaeil Atashpaz-Gargari in
the year 2007 [4]. This optimization algorithm is inspired by
imperialist competition on their properties. This algorithm starts
with a random initial point called “country”; countries are
divided into two groups, imperialists and colonies which each
colony belongs to an imperialist. During the run of this
algorithm, imperialists start a competition with other
imperialists to take power over more colonies. In the end, the
most powerful imperialists take control over all countries and
converge them to an optimum global point. In this section, an
overview of ICA is expressed, and flowchart of this algorithm is
shown in figure 6.

A. Initialization

In the beginning, the algorithm generates Npop (number of
total countries in the world) random initial countries which each
country is defined as a 1xNvar array where Nvar is the number
of variables of intended optimization problem; each element of
this array represent a property of that country like race,
language, and so on [4].

country = [Brgce, Planguage' e PN,,ar]

The algorithm calculates the power of each country by
evaluating the objective function and then ranks the countries
according to their power (a country with higher fitness is more
powerful).

fitness = objective function (country)
= f(Bracer Planguage' s PN,,ar)

Then Nimp (number of imperialists) of most powerful
countries are selected as imperialists and the rest of the
population (Ncol) as colonies. Afterward, all colonies are
divided among imperialists such that an imperialist with a
higher power must have more chances to get more colonies[4].

Npop = Ninp

Neoy =

In this research, to divide colonies among imperialists, the

Roulette Wheel selection is used; casinos’ roulette inspires this

method. This wheel is like a pie divided into different partitions,
representing the normalized power of an imperialist.

Normalized power of imperialist k"
Cost (imperialist k*")

Nimp
Loy

Cost (imperialist ith)

A random number between 0 and 100% is generated to
select an imperialist and allocate a colony to that imperialist. In
this way, an imperialist with a higher power has a higher chance
to be selected; as a result, an imperialist with a higher power
has more colonies. Figure 7 is an example that shows the second
imperialist is the most powerful imperialist; as a result, it has
the most share in nominalized probability.
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Initialization

Move colonies to their imperialist

Y

No
here a colony with lower co
than its imperialist?

Exchange the position of the colony with
its relevant imperialist

v

Revolution

¥

Calculate total power of empire

¥

Imperialist competition

Is there an empire
without any colonies ?

Eliminate the powerless imperialist

Stop criteria are satisfied?

Show results

Figure 6: ICA flowchart

B. Colonies moving toward their imperialist

Imperialists try to make their empire more powerful by
moving their colonies toward themselves; in this way the total
power of the empire will rise, so the chance of winning that
imperialist in the competition will be increased, which will result
in empire expansion.

To move a colony toward its imperialist the following
function is defined:

x=FXrand Xd;
{[)’ = moving coef ficient
d = distance between imperialist k" and colony ht"
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new position of colony h**
= old position of colony h*" + x

imperialist 5th

imperialist 1st

imperialist 4th

imperialist 3rd

imperialist 2nd

Figure 7: The nominalized probability of imperialists

C. Exchange the position of a colony with its relevant
imperialist
After a colony moves toward its imperialist, it may find a
better location in the search area with higher fitness than the
imperialist; in this scenario, the position of the imperialist and
that colony will be switched [5].

D. Total power of an empire calculation

The total power of an empire is defined as the sum of the
power of the imperialist of the empire and a coefficient of the
mean power of all colonies of the empire[4]:

Total Power of Empire k"
= power imperialist k™" +
g (Z:V:fl Fitness(colony i*h)
Ncol

is a constant coefficient (0< £<1) that determines the share
of colonies' power in the empire's total power. Small zeta means
imperialist power has the most effect on total power and large
zeta means the effect of colonies’ power is considered.

E. Imperialist competition

As is clear from the name of this algorithm, this step of the
algorithm is the most important step. In the competition
among imperialists, they try to take control over more colonies
in other empires to increase their empire power. During this
competition, the weakest empire has the most likelihood of
losing colonies and the most powerful empire has more
chance of owning more colonies.

In this algorithm, the weakest colony in the weakest
empire is picked. It is given to the selected empire using the
roulette wheel, which means that an empire with the most total
power has more probability of owning the weakest colony [4].
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F. Eliminating the powerless imperialist

During the run of the algorithm and after a couple of loops,
an imperialist might lose all of its colonies; in this case, the
relevant empire will be collapsed, then imperialist will be
considered a colony and it will be assigned to one of the rest
empires with roulette wheel selection [4].

G. Stop criteria

Stop criteria can be defined in different ways depending on
the nature of the optimization problem. In this research,
reaching a specific number of algorithm loop (generation) is
considered a stop criterion.

V. IMPLEMENTATION OF ICA FOR OPTIMUM SIZE OF HYBRID
STORAGE FOR SOLAR WATER PUMPING IN IRAN

In this section, the properties of used ICA are presented, and
the result of optimum sizing is expressed.
A. ICA initial parameters

The ICA algorithm for this research is programmed and run
in MATLAB R2021a. The initial parameter of used ICA is
mentioned in the following table:

Table 1: The initial parameter of employed ICA in this research study

2 There are two
variables: battery
and water tank
30
5
[0 200] # of batteries
[0 200] In m3
2
0.1
10000
0.2
0.2
0.4

The initial population is generated uniformly randomly.

B. Search area

In this research, a lookup table consisting of prices of
batteries and water tanks in different capacities is given to the
algorithm as input; the algorithm performs a linear interpolation
method to build a continuous search area.
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C. Cost function and constrain
The cost function in this research is the summation of the

price of batteries and water tanks:
Cost = price of batteries + price of water tanks

A penalty function is defined in order to apply the
constraint:

if |(

) _ minneeded
stored energy

x 0.05

stored energy
in water tanks

stored energy

in batteries
min needed

~ stored energy
then
Cost = (price of batteries + price of water tanks)
+ penalty
According to section III, the minimum needed stored energy for
the under-study site in Iran is 163.2 KWh. Also, the penalty
should be a large number, in this research, it is CA$9,000,000.

D. Revolution

This auxiliary operation for ICA mimics the mutation
operation in the Genetic Algorithm (GA)[6], [7]. This operation
takes one colony and moves that randomly in the searching
area. Revolution might slow down the algorithm, but it ensures
that the ICA will not be stuck in the local optimum.

E. Results

The algorithm suggestion for optimum size of storage
system for this specific solar water pumping system in Iran is

as follows:
Table 2: the output results of ICA

storage Value
Number of batteries 40
Water tank (m®) 140

Figure 8 illustrates how the best country in the world
improved during the algorithm's run; at first, the algorithm
found a system size with a cost of more than CA$28,000, and
after a couple of loops, it tried to optimize the size of hybrid
storage. This improvement happened step by step during the
algorithm run, and after the loop 1000, the algorithm reached a
steady-state, which means that the most optimum size of the

hybrid storage system is found.
x10*

T T T T

Minimum Cost (CA$)

1.9 1 I I 1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Number of Iteration
Figure 8: The cost of best imperialist during the run of algorithm
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The following calculation can be done to show that the

found size of the system can satisfy the constraint:

Vius= 12Vx10 = 120V

Ah of each string is 100 Ah, so total bank Ah=4x100= 400
Energy in batteries (Wh) = 400x120=48000= 48 KWh
Energy in batteries (consider energy lost and depth of charge)
=48x0.8x0.85=32.64 KWh

With 40 batteries, the pump with 22KW power can run for
about 1.5 hours (32.64 /22).

This pump can pump about 40.5 m® of water (1.5hr x
27(m?/hr)).

Also, there is a tank with 140 m® of water storage.

As a result, this system has 180.5 m3(40.5+140) water storage
This site in Iran needs about 180 m? (188.6 £ 5%) of water as a
back-up for one day. So, this system satisfies the water
requirement as back-up for this site in Iran.

To justify the output result of ICA, the following table is
prepared with a couple of battery and water tank combinations.
As can been seen in table 3, if battery is used more, the total
cost is high, as the number of batteries decreases and the
capacity of water tank increases, the total cost starts to drop. At
the minimum point it reaches to lowest cost and after that the
cost start to increase. As a result, the optimum size for this
specific site in Iran is supposed to be around this point that the
ICA found it correctly.

Table 3: Some feasible size of the hybrid storage system

# of batteries Water tank Total Price

capacity (m?) (CAS)
130 9 26562
120 24 25509
110 39 24483
100 55 23757
90 68 22760
80 82 21860
70 97 21366
60 112 20699
50 128 20448
40 140 20041
40 141 20342
40 142 20644
40 143 20945
30 156 22862
30 158 23464
20 170 24905
20 171 25188
10 184 26540
10 185 26740

F. Comprasion

As expressed in table 4, using a hybrid storage system with
40 batteries (each battery 100 Ah) and a 140 m® water tank,
the total cost is approximately CA$20,000, which is cheaper
than the two other configurations.
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Table 4: comparison of storage methods

Storage type capacity Cost (CAS)
batteries (Number 200 40,000
of 100 Ah battery)

Water tank (m?) 180 23,800
Hybrid Batteries: 40 x 100Ah 20,041
and
Water tank: 140 m®

Although the difference between hybrid storage and only
water tank storage is not significant, the hybrid system boosts
system reliability and can provide sufficient water during the
hours of operation.

VI. CONCLUSION

In this paper, a hybrid storage system is proposed for a site
in Iran. It is discussed that a hybrid storage system can take
advantage of both battery and water tank at the same time,
resulting in lower cost and higher system availability.

Also, ICA is employed to find an optimum size of the
system. It not only guarantees the minimum needed storage, but
also reduces the cost of the storage system. The algorithm
suggests a hybrid storage system consisting of 40 batteries and
140 m® water tank; this is the cheapest configuration for the site
in Iran, which can satisfy the minimum needed storage.

This research shows that a hybrid storage system can be
more economical in comparison to conventional configurations
for storage systems in solar water pumping.
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Abstract— A camera is a tool to record visual footage in the
form of photographs, film or in video format. However, a smart
camera can be recognized as a device to retrieve application-
specific information from the recorded footage. In this paper,
we have proposed a solution to detect parking lot occupancy
status using deep learning model and commercially used CCTV
cameras in real time. Our implemented solution is decentralized
and efficient in terms of light-weight deployment to low powered
devices like Raspberry Pi. Our proposed solution is compared
with the existing approaches. Our deep learning model is also
tested on other datasets having images taking from multiple
CCTYV camera implemented in different height. Along with this,
we have tested our model on indoor both outdoor parking
garages in low light conditions during day and evening. Result
of the performed experiments shows that our model is operable
in low-powered embedded devices with effective accuracy.

Keywords Deep Learning, Machine Learning,
Convolutional Neural Networks, Classification, Embedded
Device

I. INTRODUCTION

Automated parking lot occupancy status detection in real
time is important for managing parking lots effectively. This
should be also scalable and able to reduce the time to find the
parking lot occupancy status in real-time. Traditionally
sensors are installed in every parking spot to detect if an
individual spot is being occupied or not. The main drawback
of this approach is the maintenance cost, although the
detection accuracy is higher providing that the installed
hardware is in working order. In addition to that, this approach
needs additional cost at the hardware installation phase, and
regular maintenance is required for the system up and running
in normal and extreme weather conditions specially in rainy
and winter season. For additional parking spot in a given
parking space new hardware needs to be installed. In this
scenario, the total cost of the system piled up exponentially as
the number additional of parking spot is added to the system.

In recent years, there are many applications which are
developed to serve the purpose to detect parking spots in a
parking space at comparatively low cost and maintenance.
Our proposed approach is using a decentralized system where
no central server will not be used to perform computational
tasks for detecting if a parking spot is occupied or not
considering different lighting conditions and obstacle
presence like shadow, human interference etc. We have
designed our model on Deep CNN (Convolutional Neural
Network). [1][2] However, the used CNN model needs to be
modified in such a way so that it runs fast enough on low
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powered devices like Raspberry PI. This decentralize
approach solves the computational bottleneck that is normally
faced in centralized systems and ensure better scalability with
respect to the cost of installation and maintenance, because to
add a new parking lot to the system, we need not to install
additional sensors. A single camera can monitor multiple
parking locations.

However, the problem to detect multiple parking spot
occupancy status using video footage is not new. Several
researches have been performed in this regard. The authors in
[3] [4] [5], detected occupancy status using only visual
information like using only image or video footage is done
with case-specific contexts and scenarios. This means that
model is being trained with the specific parking space context-
based data. These approaches can not easily be generalized to
parking lots in other parking spaces.

To make our application more generic and robust deep
CNN is used for our approach. Our solution provides better
accuracy in presence of shadows, other kind of obstacles and
human presence. With this model tanning phase is less
expensive in terms of using computational resources than the
classification steps. For this reason, this model can be handled
using low powered and embedded devices. In addition to that,
this model performs even better if few context-specific
training data related to the specific parking lots are provided
along with generic training data. To validate the robustness of
our deep CNN model in other approaches, we have used two
additional parking spaces datasets. One is CNRPark-Ext,
another one is PKLot [5]

These two datasets contain the images from two different
and independent parking spaces, and images from different
viewpoints, weather conditions and presence of obstacles.
These conditions are considered as the presence of these
conditions makes the detection task of the parking lot
occupancy more challenging. These datasets are annotated
manually. More of the datasets are discussed in Section 4. In
addition to that, we trained the model on one scenario and test
the model on different scenario, and then compare the results
found in different approaches to find how our model performs
in generalized conditions.

II. RELATED WORK

In the very first attempts to detect occupancy status one
paper takes help of SVM(Support Vector Machine) classifier
to separate the occupied spot form the unoccupied spot in a
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parking space. In summary, this classifier just differentiates
the car regions with the parking space region to detect the
occupancy status [6] This approach has lower accuracy in
presence of shadow, different light and weather conditions.
Later [3] another approach was made to overcome the low
accuracy due to the presence of various kinds of obstacle by
considering the three neighboring parking lots. The state and
color histogram of the neighboring parking lots are considered
as the feature in SVM classifier. In this method, situations like
changes of light were not addressed properly causing lower
accuracy.

Another study was conducted to address the light change
[7]. The authors trained a classifier based on Bayesian to
detect the occupancy status. Corners, edges and wavelet are
considered as features for the classifier. Another study used
Bayesian hierarchical framework to detect empty spot based
on three-dimensions of the given parking space that operates
day and night. Similar method was followed in another study
[8] that models available parking spots as a single pack in the
three-dimensional space. This model can provide higher
accuracy comparatively than previous approaches addressing
obstacles like light changes. Another study [9] is conducted
that used customized trained neural network model that can
detect occupies or not occupied based on extracted visual
feature from specific parking space. For this study, 126
parking spots in a single parking space in considered. This
method provides robust result than other models in
considering the lighting condition.

Recently another study is conducted that addresses this
problem is machine learning approaches. This study uses
around 700,000 images taken using three different cameras.
These images are used to train the SVM classifiers where
multiple texture features are considered. Although they have
used similar kind of classifier but this study provides better
accuracy in terms of detection performance as then used
simple aggregation function either max or min to the
confidence values.

There are also other studies found based on temporal
analysis of video frame. This study [4] uses this method by
subtracting background with Gaussians to detect the vehicles
that are parked or that are being leaving. Another study [10]
focused in considering obstacles considering that many
parking spaces can be hidden by another vehicle that is parked
in neighboring parking lot. In this study tracking is performed
considering two events: vehicles that are leaving and entering
in parking lot. There are also other approaches that consider
both features extracted from footage and sensors. This study
[11] proposed an approach to detect parking lot occupancy
status with the help of vehicle navigation system. Another
study [12] proposed a solution that collects real-time
occupancy status based on smartphone sensors.

In recent time this study [13] addresses our problem by
using deep CNN to build generic model to detect open parking
spaces. Our study is the extended version of their study to
build a generic model that can detect occupancy status of a

52

parking lot in indoor parking spaces where obstacle in term of
shadow and absence of daylight is comparatively higher.

III. DATASETS
1. PkLot

PKLot dataset consists of around 700,00 images of
parking lots. Images are organized by the weather condition
and the date of capture. Only sunny, cloudy and rainy weather
conditioned in considered. PKLot dataset is comparatively
larger than both CNRPark and CNRPark EXT.

2. CNRPark-Ext

CNRPark-Ext is the extended version of CNRPark [14]
which is a small dataset compare to CNRPark-Ext consists of
around 12,000 labeled images. Images of CNRPark is
captured in different situations of light including considering
different kind of obstacle like shadow, human presence and
trees. CNRPark EXT dataset contains the images collected
using nine cameras. The images are taken considering
different perspective and angle of views. Different light
conditions and the including obstacles like tree, human
interference, shadow, presence of other cars in neighboring
parking spaces are also being considered while selecting
images for this database. This dataset also contains the images
partially shadowed vehicles. This kind of dataset trains our
model to perform with better accuracy as this is the real
scenario in most of the cases. All of these three datasets
images are being cropped with the help of masks to smaller
one. Each smaller images contains only single parking lot.
Those smaller images are referred as patches. The resolution
of these patches is 150px*150px. Each patch is labeled as 0 if
the parking spot is not occupying and 1 if it is occupied.
Finally Patches of these datasets are groups together into
subsets based on weather condition, camera ID, image taken
date. We have trained our model on these different subsets to
justify which one provides better accuracy.

CNRPark and CNRPark EXT both datasets cover the
real-life scenarios more accurately other than PKLot. So, it is
expected that CNRPark will train the datasets for real-life
scenarios with better accuracy in testing period.

3. Indoor and Outdoor

We have collected 60 minutes footage of both indoor and
outdoor parking spots. Those footage are being recorded using
commonly used CCTV cameras in apartments. The resolution
of the captured footage is 1280px*720px at 30fps. After each
5 seconds or 150frames, each image is being extracted for
testing purpose. Both footage for indoor and outdoor is
captured using single camera covering three parking slots. We
built masks that allow cropping the full pictures into smaller
ones. Each smaller one contains single parking spaces. These
smaller images are labeled for validation purpose. Scenario of
our testing dataset matches with the used training dataset
CNRPark and CNRPark EXT.
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In terms of obstacle presence both test datasets are
matched with the extreme scenarios. For Indoor dataset
(Figure 01) have higher obstacle presence in terms of presence
of shadow, comparatively low presence of day light or
artificial source of light. For outdoor dataset, due to high
mount of camera view, the adjacent vehicle occupies a small
portion of neighboring parking spaces. In both cases, detection
occupancy status is quite challenging.

Fig 03: Overview of Segmented Images from datasets.

IV. METHODS AND APPROACH

In order to enable the model to track down the occupancy
status of slots in a given parking space, we need to follow
following steps. However, before deploying the model to the
embedded Raspberry PI, we need to pretrain the model. Based
on the pretrain model segmented images will be classified.
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Capture Image in every
150frames or in each 5
seconds -

Define the ROI (Region of
interest) to detect segment
each parking lot

Resize the segmented
images and send to the
model N

Test the segmented images
with the trained model

-

Fig 04: Work Flow of the System

1. Capture Image from Footage

The method to capture image from the video footage in
every 5 seconds. In this process, image extraction depends on
the frame rate of fps of the CCTV camera. Our tested CCTV
camera delivers footage at 25fps. For this reason, we extract
each image after closely 125frames. This Image extraction
process can be changed based on the camera configuration.
Each Image is extracted automatically for the next step to be
segmented, and resized.

Fig 04: Extracted Image from CCTV after each ~ 5 seconds.

2. Define ROI and Prepare Patches

The captured images are filtered by Mask. The Mask
identifies each and every parking spots in the given space.
For our application, mask is implemented in case specific
manner. This means that for every new parking space this
Mask is needed to be redefined according the image
resolution and location of the parking lot in the parking
space.

For example, in Figure 4 the given parking space has
three parking spots. The mask will segment the images
into 3 parts. These segmented images are marked as
patches.

Fig 05: Segmented Patches from the Image by Mask.
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3. Prepare Patches for Input to Model

Our CNN Model take 224*224 RGB image as input
for performing classification. In this stage we resize the
image into the following format and prepare for the next
step which is to feed the resized images to the pre-trained
model for making a decision.

Height: 224

Width: 224

Fig 06: Resized image to 224%224.

4. Deep Convolutional Neural Networks (CNN)

We have tested deep CNN architectures. One is mini-
AlexNet and another one is miniLetNet. Those are reported in
[15] [16] These architectures have higher accuracy rate in
extracting features using visual recognition. Both mini-
AlexNet and mini-LetNet have five trainable layers. Lower
number of layers ensures feasible computational capability in
real-time, also ensures to be runnable on low powered
embedded devices. This architecture is inspired from
AlexNet. AlexNet is a large CNN architecture to decide
multiple decisions. As we need to decide binary decisions, the
architecture is reduced to be run on real-time. AlexNet is
trained on million datasets and task was to recognize 1000
different classes.

Both mini-AlexNet and mini-LetNet takes an image of
224*224 as input. We have prepared the segmented patches
for input in previous step.

Mini — LetNet has total four layers including the output
layer. Out of these four layers first two are Convolutional
layer. These two convolutional layers is followed by two fully
connected layers including a max-pooling layer. The first
layer is similar to the layer of AlexNet [15]. Thus, it is suitable
for the resized segmented images in previous step. Number of
neurons in last convolutional layer and last fully connected
layer is reduced to meet the classification dimension for
detecting two classes. Reduced number of neurons and filters
does not overfit in the testing phase. In this study [16]
Gaussian Radial Bias Function is used in the last layer. For
mini-LetNet this is replaced by 2-way SoftMax classifier.
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Mini-AlexNet CNN architecture that is defined for
classifying the occupancy status for a parking spot is inspired
form the AlexNet[7]. Five trainable layers are used in this
architecture, among them three layers convolutional layer.
Last two layer are fully connected layer. Two fully connected
layer are followed the convolutional layers, and the fully
connected layer is considered as the output layer. First and
second convolutional layer is followed by max —
pooling and local rectification (ReLU). Third and last
convolutional layer follows the same architecture. Only first
two convolutional layer implement
local normalization (LRN).

The final architecture of miniAlexNet with reduced

number of neuron and filter have roughly ﬁ parameters than

AlexNet[7]. In the last two fully connected layer, drop out
regularization method is followed. Same as mini LetNet, mini
AlexNet takes 224*224 RGB image as input for classification.

In the training phase, for data augmentation purpose
random — crop and horizontal — flip technique is
followed. Each horizontally image is assigned with the
probability of 0.5.

However, in training phase, no horizontal flipping is
applied. Only resized images 224 * 224 are feed for the input
to the architecture.

size of the filter = number » width * height + stride

Max — pooling = width * height + stride

Net Conv 1 Conv 2 Conv 3 Fc—4 Fc—-5
30 %11
205
* 11 2
miniL *54+1 100
+4 Soft
Net pool 2 RelU
pool 5 — max
*2+2
*54+5
30 %3
16 * 11
20%5 *3
*11
*54+1 +1 2
miniA +4 48
pool 3 pool 3 Soft
Net pool 3 ReLU
*34+2 *3 — max
*3+5
LRN,ReLl +2
LRN, Rel
RelLU

Table 01: CNN Architectures

Both mini — AlexNet and mini — LetNet architecture
has densely connected convolutional layer. Details of the
layers are represented in the above table.
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V. EVALUATION

To assess the performance of proposed CNN based on
existing architecture, minidlexnet and miniLetNet , we
considered two cases:

i. Train and Test CNN model on same dataset
ii. Compare accuracy with existing approaches and
datasets

1. Train and Test CNN model on Same Dataset

Both Indoor and Outdoor dataset contains the images
taken from one camera. For both datasets images are in
roughly 50%~50% split. All patches are horizontally flipped
and resized to 256*256 pixels. Each image is classified
independently. No previous model is used for testing purpose.
Each time for every dataset the model is trained again.
Overfitting of the model will be limited as training and testing
dataset is different and there exist sufficient amount of data for
the training purpose.

Unoccupied | Occupied
Datasets Slots Slots Total
Indoor 310 230 540
Garage
Outdoor | 5, 246 558
Garage

Table 2: Details of datasets used for training and testing purpose in (i)

We trained and tested our model on multiple splits to limit
the problems of overfitting. The model is trained on Split A
and tested on Split and vice versa.

Datasets Isjlré(:sccupied gli)ctgpied Total
Isr;}ﬁo; 150 110 260
Isr;‘}ﬁoé 160 120 280
(S);lti‘ti‘jfr 160 120 280
(s);lti(ti?;r 152 126 278

Table 3: Splits of datasets used for training and testing purpose in (i)
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Train Test Base .
Dataset | Dataset Model Learning | Accuracy
Rate
g;‘ﬁ’t"; g;‘ﬁ’t"]; miniAlexNet | 0.01 0.861
g;‘ﬁ’t"]; g;‘ﬁ’t"; miniAlexNet | 0.01 0.833
g};‘lti‘ti‘j;’r g;ti‘t“g’r miniAlexNet | 0.01 0.905
g;ti‘ti‘]’s"r g;ti‘ti‘fr miniAlexNet | 0.01 0.911
Table 4: Accuracy in different splits for miniAlexNet
. Base
Train Test .
Model Learning | Accuracy
Dataset Dataset Rate
Is‘;‘ﬁ"; Isﬁﬁ"é miniLetNet 0.001 | 0.845
Isﬁﬁ"é Is‘;‘ﬁ"; miniLetNet 0.001 | 0.822
g};*ltif‘j{’r g};*ltif‘]’g"r miniLetNet | 0.001 | 0.897
(S)I;‘Iti‘tl‘]’s"r (S)I;llti??r miniLetNet 0.001 | 0.874
Table 5: Accuracy in different splits for miniLetNet
0.95
0.9
0.85 I
- Al Hn AN A
0.75 .
Indoor Indoor Outdoor  Outdoor
A/Indoor B B/Indoor A A/Outdoor B/Outdoor
B A

Train Dataset/TestDataset

H miniAlexNet B miniLetNet

Fig 06: Representation of accuracy for various splits

2. Compare Accuracy with Other Approaches

To compare the accuracy among other approaches we have
followed the techniques discussed in this paper [5]. The
discussed classification techniques on this paper are based on
SVM trained on textural of features. A study [17] [18] used
LBP and their variations to detect occupancy status like taking
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binary decisions. Our model is compared with various
variations of LBP used in study [19]. In this experiment, we
also CNRPark, PkLot, indoor and outdoor datasets.

CNRPark is divided into two partitions named as
CNRPark-Even and CNR-Park. CNRPark-Even consists of
even number of parking lots and CNRPark-ODD consists of
odd number of parking lots. PKLot is divided into two subsets
named as PKLot2days and PKLotNot2Days. Indoor and
Outdoor datasets are in two split A and B like in previous
experiment. To compare mAlexNet with study [4], extracted
features of LBP-type ranges radius 1~8. SVMs in this study
is trained using grid — search and cross validation on
training set. With selected parameters SVM is then trained on
entire training dataset. The final probabilistic output of the
SVM is obtained with the help of posterior probability using
sigmoid function. These same steps are followed in this study

[4].

Method

Varriation

Input

dimension

Description

mAlexNet

224

224*224
resolution
of inputted
patch

SVM

LBP

256

Classical

LBP [12]

SVM

LBPu

59

Uniform

LBP [12]

SVM

LBPuri

10

Uniform
and
Rational
invariant

LBP [12]

Table 6: Accuracy in different splits for miniAlexNet

Dataset Unoccupied Occupied Sub-Total
CNRPark A 2549 3622 6171
CNRPark B 1632 4781 6413

CNRPark 4181 8403 12584
CNRPark ODD 2201 3970 6171
CNRPark Even 1980 4433 6413

CNRpark 4181 8403 12584

PKLot2Days 27314 41744 69058
PKLotNot2Days 310466 316375 626841
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PkLot

337780

358119

695899

Table 7: Details of CNRPark, PkLot Datasets

Train PKLot2 CNRPark | Indoor | Outdoor
Days Odd Split A Split A
Test PkLotNot2Days CNRPark Indoor | Outdoor
Even Split B Split B
Model
mAle 0.961 0.901 0.861 0.905
xNet
LBP 0916 0.821 0.761 0.781
LBPu 0.926 0.836 0.782 0.812
LBPu 0.861 0.841 0.801 0.810
ri
Table 8: Comparison between miniAlexNet and LBP
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Fig 5: Representation of comparison between LBP and miniAlexNet

VI. CONCLUSION

We have presented a model for make a decision of
occupancy status in parking lots of a parking space. Our model
is based on deep Neural Network. As we need to only take
binary decision either occupied and not occupied, our CNN
architecture is robust enough to take decision on real time on
embedded device.

In our study we have tested our CNN architecture on
different scenarios to test the generalizability to justify how
this system will perform if specific parking space related data
is not provided in the training phase. To justify this, we
considered both of the splits Indoor and Outdoor as training
data, and test the model on our test dataset Indoor and
Outdoor. Indoor and outdoor data are divided roughly
50%~50% split. In every case, the accuracy is equal and above
of 80%. However, for dataset Outdoor, the accuracy is higher
than Indoor as Indoor Dataset consists of segmented images
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covers obstacles like light lamp, human interference, shadow,
variation of light, adjacent vehicle presence, where Outdoor
dataset does not address light changes. These scenarios are
close to real-life scenarios.

We also tested our model with other approaches based
on SVM. In those cases, our proposed CNN model performed
higher accuracy than other models based on SVM. For Intra
database experiment (Table 08), highest accuracy of
mAlexNet is ~96%, and the lowest accuracy is ~86%, where
for SVM based approaches, highest accuracy is ~92% and
lowest accuracy is ~78%. This can be concluded that on
generalized approaches where park space specific training
data will be absent, mAlexNet based on CNN architecture will
also perform better than other approaches like SVM and their
variations.

This research can be extended to implement ANPD
(Automatic Number Plate Detection) system. Implementing a
system to detect vehicle number plate, we can more accurately
pinpoint which vehicles are staying or leaving. Furthermore,
this can be implemented for commercial use to replace
centralized parking spots. However, this is quite challenging
to perform OCR (Optical Character Recognition) on noisy and
low resolution images.
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Abstract—Although Bangladesh has a total of 19 solar
power projects of total 1070 MW capacity which generate 10
percent electricity from renewable energy source by 2020, PV
technology is still not widely used in many parts of the country.
This research focuses on using simulation tools to build and
estimate the efficiency of a solar PV system for self-consumption
at a region with a high solar potential that is currently
underutilized. To learn more about the field and the grid local
regulations in Bangladesh, a thorough review of photovoltaic
search was reviewed. After that, this research supports in order to
choose the best area for the installation. After that, a load profile
is constructed to determine the energy consumption of the specific
location, and ultimately, the technology to be implemented is
chosen and characterized. An AutoCAD 3D modeling of the
worksite and supporting components is put into a simulation
software PVsyst version 7.2 based on a particular premise. This
enables the development of the PV scheme, the determination of
the most appropriate values for the system's characteristics (tilt
angle, azimuth, and row spacing), and the advancement of a
shading and loss study. Finally, an economic analysis is conducted.
The study finds the service to be efficient, cost-effective, and
useful, as well as providing a design reference for solar PV self-
consumption systems.

Keywords— Pvsyst, Solar PV panel, Inverter, Azimuth angle

L INTRODUCTION

Energy is a crucial component of human growth. The
world’s population is expected to increase to more than 11.2
billion by the end of the century and world energy consumption
should increase by approximately 1.7 billion tons of oil
equivalent per year by 2025. This means that maintaining an oil
energy share of around 33% (2015 levels) would require
increasing current oil production by more than 11 million
barrels per day [1]. However, fossil resources are not only
limited, but they also produce greenhouse gas emissions that
contribute to climate change, which can have destructive
consequences for the ecosystem. The most abundant source of
energy that comes straight from the Sun is solar energy.
According to NASA calculations, the Sun still has 6500 million
years of life left and, every hour, it throws onto Earth more of
the energy necessary to supply the global demand of a whole
year [2]. Solar photovoltaic (PV) panels use the photovoltaic
effect to convert solar energy into electrical energy.

978-1-6654-8684-2/22/$31.00 ©2022 IEEE
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The advantages of photovoltaic energy is given below

e Solar energy is 100 percent renewable and will
continue to radiate the earth for millions of years.

e [t is environmentally friendly because it produces no
greenhouse emissions or other pollutants.

e It may be utilized anywhere on the planet, reaching
areas where power lines do not reach.

e  Maintenance is inexpensive and straightforward, and
there is no noise pollution.

The disadvantages of photovoltaic energy is given below
e Requires a high initial investment.

e  Sufficient area is required for installation.

e The solar panels' efficiency is bounded.

This research considered some specific goals, such as:

a. More efficient PV modules with cutting-edge
technologies used in design consideration

b. Reduced dependency on power utility and produce
power from renewable sources

c. Proposed system is designed with consideration of
load profile analysis. So, that it can reduce purchase
energy from the grid

d. PV technology uses contribute in reducing pollution
and emission to the environment

e. capex/opex model analysis of PV system

f. Implement simulation tools to optimized PV system
design which reduce cost

Research work is divided into the following steps:

1. Design/Calculations Phase:  Theoretical basic
concepts considering legislation, regulations & grid-
code

2. Development Phase: Data analyzed; load profile
analyzed

3. Chosen Technology: Type of modules, voltage sizing,
minimum and maximum number of panels per string,
number of modules and inverters

4. Simulation with specialized software
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II.  RELATED WORKS

Very few works have been done related to this field in
Bangladesh. Among them Kaptai 7.4 KWP (6.63 MW
AC) grid connected solar PV power plant is the
challenging one. Over 3 million house hold are now
covering by solar PV system which is 8 to 20 watt per
day. There some grid based project are under
implementation such as Dharala 30MW and Panchagar
10 MW(IPP) which will cover the rural area’s daily need.
There is another undergoing implementation project
which is Rangunia’s 60 MW solar park [3].

In Bangladesh, 147 billion KW/S of solar electricity is
required, which is well beyond our current projects. The
Bangladesh Power Development Board (BPDB) has
approved a 50 MW (AC) Solar Park by the HETAT-
DITROLIC-IFDC Solar Consortium, which will cover
the country's Mymensingh division. Electricity
Generation Company of Bangladesh Ltd. (EGCB) is
building a 50 MW solar power plant in Sonagazi,
Chittagong [4].

Evacuation of power to grid will increase because of the
short distance, load flows, short circuit, stability and
harmonic distraction will decrease the loss of the main
grid. Energon Technologies FZE and China Sunergy
Co.Ltd (ESUN) are developing a 100 MW (AC) solar
park, which will be sponsored by the Chinese
government. The purpose of this project is to be aware of
the grid voltage level and to re-project the desired
capacity. These two projects, 3.28 MWs at Sharisabari
Jamalpur and 25 MWk at Teknaf, are the most
dependable and long-term projects [5]. Those projects
necessitated the hiring of EPC contactor experts, the
majority of whom came from the EU.

Another disadvantage of our geographical location is the
fact that we are in the middle of nowhere. Global
horizontal irradiance (GHI) is 6 KWH/M/day on average.
The PPA of a 2x120 Mw peaking power plant in
Siddirgonj solved this problem and used less land to
achieve the best results. Among all of this labor, each
power grid employs different strategies, but the unifying
thread is that they are all attempting to keep their losses
below 8%, which is a significant amount for every grid.
The 109.77 MWp (82.5 MW AC) Solar Photovoltaic Grid
Connected Power Plant at Sonagazi, Feni is now under
construction. The project's goal is to reduce grid loss to
4.7 percent, which is the lowest in the field. Rather, more
projects of this nature are swiftly being built in Germany
and Denmark, with 346 GWh under development and
another 525 GWh set to come online in 2023 [6].

III. CIRCUIT DIAGRAM AND PV POWER VARIES
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Fig. 1. Components of the System

A typical circuit diagram of PV system is given in Figure 1. In
the PV installation, whenever there is an excess of energy
production not used for the self- consumption needs of the
household, that energy surplus will be injected into the grid.
Otherwise, when there is not enough energy to cover the
demand of the user, such as during night time, the energy
consumed by the load will be extracted from the grid as back-
up energy. For now, no storage system is going to be
implemented in the first simulations. Thus, with all this
explained, several simulation scenarios can be defined. To start,
the inter-row spacing or pitch distance is going to be compared
in different layouts to minimize the shadings. From the
minimum distance calculated in section 9.2.4, with a value of
2,31m rounded to 2,3m a first scenario (Scenario A) will be
built with the 350 tilt and a 0o azimuth orientation. That layout
will allow the installation of 30 panels in the building rooftop
in a configuration of up to 4 panels per string and 8 strings. It
is represented in Section IV.

Then, the pitch distance will be increased to 3 m and to 3,3 m
(Scenarios B and C), without modifying the tilt nor azimuth
angles. The loss percentage is going to be evaluated at this
point. Nonetheless, the number of PV modules is subsequently
going to decrease as the pitch distance rises, so a whole
assessment is required to find a balance point between losses
and energy production. Once the best pitch distance is chosen,
regarding as well the number of PV modules that fit into the
rooftop, a change in tilt will be performed in the next simulation
(Scenario D), in order to gauge the beneficial or detrimental
effect of seasonal tilt adjustment. The PV modules in this
scenario will remain oriented to the southern direction.

Afterwards, having already determined the optimal pitch
distance, the number of panels, and whether the tilt should be
fixed of adjustable, different tilt angles will be studied, by
means of trying the initial tilt and adding and subtracting 100
from that value Scenarios E and F. Moreover, two simulation
scenarios G and H with a different azimuth orientation for the
modules are going to be compared as well. The modules in
these scenes will be oriented south west and south east and
aligned with the building orientation, maintaining the best tilt
found in the previous scenarios.
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IV. PARAMETERS

PVSYST7.0.1 I ‘ 13/08/20 ‘ Page 1/6

Grid-Connected System: Simulation parameters

Project : LinyolaTFM
Geographical Site Linyola Country Spain
Situation Latitude 41.71°N Longitude 0.80° E
Time defined as Legal Time Time zone UT+1 Altitude 244 m
Abedo  0.20
Meteo data: Linyola Meteonarm 7.2 (1897-2007), Sat=47% - Synthetic

Simulation variant:  Scenario A
Simulation date  18/06/20 21h49  (version 6.8.7)

Simulation parameters System type Tables on a building
Collector Plane Orientation Tt 35° Azimuth  0°
Sheds configuration Nb.of sheds 31 Identical arrays
Sheds spacing 2.30m Collector width  1.25m
Shading limit angle Limit profile angle 284" Ground Cov. Rafio (GCR)  54.4%
Models used Transposition Perez Diffuse  Perez, Meteonorm
Horizon Free Horizon
Near Shadings Linear shadings
User's needs : Ext. defined as file TFM CHR27 Sub-hourly.csv

[ san. [ Feb. [ mar. [ apr. [ may [ ume [ ouiy [ aug. [ sep. | oct. [ Nov. [ pec. [ vear |

| e11]| e2a| s39] e9] 66| 76| 703| 161| o40| e45] 623 | 645|721 |kwh

Power factor Cos(phi) 1.000 leading Phi 0.0°

PV Array Characteristics

PV module CdTe Model FS-6450 Jun2019

Custom parameters definition Manufacturer First Solar
Number of PV modules In series 4 modules In parallel 8 strings
Total number of PV modules nb, modules 32 Unit Nom, Power 450 Wp
Array global power Nominal (STC) 14.40 kWp At operating cond.  13.31 kWp (50°C)
Array operating characteristics (50°C) Umpp 693V Impp 19A
Total area Madule area  79.2m? Cell area 726 m?
Inverter Model SOFAR 12000TL-X

Original PVsyst database Manufacturer SofarSolar
Characteristics Unit Mom, Power 12,0 kWac Oper, Voltage  160-960 V

Max. power (=325°C) 13.2 kWac

Inverter pack Total power 12.0 kWac Pnom ratic  1.20

Nb. of inverters 1 units

Total Total power 12 kWac Pnom ratic  1.20

PV Array loss factors

Array Soiling Losses Loss Fraction 3.0 %

Thermal Loss factor Uc (const)  29.0 W/m2K Uv (wind) 0.0W/m2K/m/s

Wiring Ohmic Loss Global array res. 609 mQ Loss Fraction 1.5 % at STC

Module Quality Loss Loss Fraction -1.3 %

Module mismatch losses Loss Fraction 0.8 % at MPP
g Hismateh-k toss-Fraction—6-16-%

V. METHOLOGY

The basic design of a PV solar plant is divided into several
stages. Firstly, before pre-design we studied the basic
theoretical concepts, regulations of grid-connected
electricity systems.

In the development phase solar potential, plant site
location is selected through detail data analysis. Then a
specific area measured because solar panel will be
mounted there. We have taken the load profile and
account all the energy consuming devices during each
hour of the day.

Then we take into consideration new types of modules
with higher efficiency and I-V characteristics parameters.
PV system electrical configuration based on: voltage
sizing, minimum and maximum number of panels per
string, number of modules and inverters. This will give us
a gross estimation of the produced energy.

Specialized simulation software (PVsyst 7.2) simulates
the electrical behavior and performance of this pre-design
PV system. Different scenarios created with diverse
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orientations and tilts angle. The final design derived after
several iterative processes of comparing, discarding and
changing parameters on the simulations. Losses due to
shadings and electrical connection also examine on this
step. The best layout design with application of a storage
system is now optimized which produce the maximum
energy. Our studied research is based on efficiency and
performance.

Design/Calculation Phase

Theoretical Concepts---- At a temperature of 5778 K, the
Sun is an element that behaves like a blackbody. Through
fusion reactions, it is an excellent absorber and emitter of
a relatively constant amount of radiation from its surface.
When solar radiation reaches the atmosphere, it is
influenced by a number of significant mechanisms that
reduce its power and split it. These are radiation
absorption (by dust and air molecules), scattering, and
reflection [6]. As a result, solar radiation is broken down
into three types: direct, diffuse, and reflected [7]. The
Sun's azimuth, and hence its radiation, varies constantly
based on the season of the year and the hour of the day.
The deflection angle is the angle measured between the
Earth's axis and a straight line connecting the Earth's
center and the Sun's center. It is given in Figure 2.

Local
zenith
Surface
normal ~ Solar
vector  zenith
Incident /- angle
angle _—\ _—

Sun

PV panel
P

v
"

Horizon /
angle

Solar azimuth \ 0 . < North
angle .

Figure 2: Angles considered for solar orientation

Regulations----- When we design the self-consumption
PV system for household or commercial space, there are
some object we need to think about which can make the
whole system more efficient. First we have to consider
the solar module type. Multiple solar cells are grouped
and linked by bus bar connectors to increase their output
power, resulting in a PV module. Similarly, when
modules are joined in series, PV panels are formed, which
are then connected to form solar strings or arrays. The
majority of PV modules are stable units with a non-
reflective front surface to absorb the most amount of
sunlight possible. The angle between two PV panel and
cells are more important for solar module which can make
the system 2% more efficient. Power rating, power
tolerance and temperature coefficient also can change the
PV module connection more efficient and productive.
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Then we have to consider the quality and durability. This
is the most important part to choose a PV module system.
A 250W and 150W panel produce two different amounts
of voltage but if we maintain the quality then both of them
will provide same kind of efficiency which is almost
16.2%. Its compulsory to know the irradiance data
evolution for sunlight and locate the area where the power
of the ray is higher. For this measurement we did use the
latest Meteonorm 8.0 which show us the perfection
location for the setup based on an area. It is also shows us
the worldwide data so that we can change the location and
identify the more productive region for this area. This
graph shows us the maximum and minimum radiation
around the globe.

Data Analyzed-----In development phase of our project,
details and data are analyzed in order to find the suitable
location for building that can make the most out of the
solar potential of the region. Our designed PV system is
located in Dhaka. We have taken the average solar
potential map by Solargis tools. GHI data available over
long period 1999-2018. In Dhaka region the daily and
yearly GHI is 4.5 and 1643 kW/m? respectively. It is
represented in Figure 3.
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Figure 3: Global Horizontal Solar Radiation Map [7]

From the map (Fig.3) we can see the ray of sun is much
higher in the north of the country which means the
temperature is 1 or 2 degrees above compare to south. In
that case we can consider north side more effective rather
than south.

Till now Bangladesh is not much more dependable on
solar power system because of the initial costing but
scenario will change with time being. Almost 50-60% of
the country power supplies from the coal, gas and oil
those are responsible climate change and world
temperature, so the world is thinking some other option
like solar PV system.

For Bangladeshi perspective northern side of the country
is produce more sunlight compare to other area. From the
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PVsyst website map we can see the effective region for
solar PV installation. Recently, Bangladesh also
implement a 1 MW solar PV system in Kaptai, we will
try to reduce the costing such big project. Bangladesh has
the longest sea beach; we can make that more productive
by implementing more power plant based on nature.

We know the monthly solar irradiance, temperature.
Irradiance and other meteorological data are obtained for
Dhaka found in Meteonorm 8.0, a meteorological
database containing worldwide weather data (1991-
2010).

Site Studied-----The Site of study for this project is a
Grid-Connected Solar PV Power Plant placed in Kaptai,
Kaptai Upazilla. The exact location of this site is given in
Fig. 4.

evacuation line [7]

Load Profile-----The measurement of electrical demand
across time is represented by load profiles. When
developing a self-consumption system, it is critical to
understand the user's load profiles in order to scale the
system and calculate factors like performance and level
of independence. Furthermore, these profiles provide
information on the load's highs and lows.

The load profile (Figure 5) will always be determined by
the user type, the region, local vacations, and so on. As a
result, identifying the electrical load data is critical for
measuring and assessing equipment requirements,
servicing, and modifications, as well as determining
when the device can serve the user and when it cannot.
An initial load profile will be developed for the chosen
property. The site we looked at would most likely have
peaks in the morning and afternoon, because everyone
will be at residence during working hours, and just
standby usage will be recorded on the profile.
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Figure 5: Load Profile of Site [10]
Chosen  Technology------ Silicon-based solar cells

remains the most popular type of solar panel, despite
being the first generation of PV technology. Although it
is not yet outdated, it has undergone additional
development, and the number of technological types
available today is extremely diverse. However, silicon is
the most prevalent solid element on Earth [8], accounting
for nearly 28% of the planet's total mass. This, combined
with the fact that it is processed and manufactured,
creates a powerful combination. After more than 30 years
of use, technology is now quite sophisticated and widely
established. Silicon-based solar cells are still the most
efficient and have the lowest failure rate (less than 1%)
with a market share of around 87 percent of PV
technologies in 2019, it is the most appealing.

The second generation of PV technology is referred to as
Thin-film technology. This technology is developed from
a desire to make equipment thinner and inexpensive in
order to save money, as well as to use greener and more
environmentally friendly procedures. The open-circuit
voltage of a solar cell increases as the thickness of the cell
is reduced due to the drop in the saturation current [9].
One or more thin layers of light-absorbing substance are
applied to a metal, plastic, or crystal backing support to
generate these cells. They are, however, less effective.
Inverters are required to change the kind of output current
depending on the application. Photovoltaic systems or
installations, on the other hand, generate a direct current.
Distribution is also accomplished out by using DC inside
the installations, but when sent to the grid, it must be in
the form of alternating current, which requires the use of
an inverter to convert it into oscillating compatible and
synchronized with the electrical grid [10].

Simulation------ Once an estimated pre-design is done,
then it can be modelled into the specialized software that
will help to simulate the electrical behavior and
performance of the PV system installed at the plant site.
We are using simulation software PVsyst version 7.2
which allowed creating the PV layout to find the most
accurate values for the parameters to the system and
developing a shading and loss analysis. By using this
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software various simulations will be run so that we can
compare each value, hence the system design can
sequentially be optimized.

Design Process------ At first, we have specified the
desired power or available area. Then we chose the PV
module from the internal database. For this we had to
import PAN file to the software. Then we chose the
inverter from the internal database. For this we had to
import dot OND file to the software. Inverters are
necessary to change the output current according to its
end use. Then the software PVsyst proposed an
array/system configuration that will allow us to conduct a
preliminary simulation.

In the second stage we import the location in PVsyst
because the location of the site is not on the software’s
database. A Meteo file for Kaptai is created using the
latitude and longitude of the place, and irradiance and
temperature data are imported from Meteonorm 8.0.

Data source teonorm 8.0 (1991-2012); Sat=100%

Global Horizontal ~ Temperature ~ Wind Velocity  Linke turbidity Relative
horizontal diffuse humidity
irradiation irradiation
KWhj/m?/mth KWh/m?/mth < m/s ] %

January [107.3 ) [62.4 | [173 | |o.79 | l6.339 76.9 |
February |117.5 | 163.7 | [215 | lo.91 | [s.884 | les.6 |
March [58.1 | 37 ] [me 1 sz | o= (652 ]
April [159.1 | [ss.8 | [8.9 [1.70 ] [7.000 713 ]
May [167.4 ] [w022 EE] ] [uso | [7.000 74.2 ]
June |141.7 | |96.9 | \quvs | |1.29 | |7.000 | [s1s |
uly [130.1 | [pas | [202 ji [1.90 | [ss87 [s2.5 |
August [135.0 | [ess | [29:0 [110 ] [s2 [s38 |
September [123.1 | [27 | ECEY | o7 ] [s315 [ss.3 ]
October [118.2 | [ | [7a [o.92 | [s77 ] [srs ]
November (1112 ] [e0.7 | [z1 § [o.70 | 6.632 778 |
December [101.2 | [se.2 | (83 [0.69 [6.982 [70.2 |
vear @) 1573.7 943.9 257 11 6.288 77.6
Global hori iation y y . 4.9%

Figure 6: Meteorogical Data introduced on PVsyst
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Figure 7: Interacting Map on PVsyst

The third stage is about module tilt and orientation. In
our case we have used fix modules for economic reasons.
The amount of diffusion of radiation from Sun is
depending on tilt angle of the module and also the type of
plane. For this we use the Albedo option into the
software. Here, we have to set a common value 0.30
because our plane is concrete and the value given for
concrete is 0.25 - 0.35. The installation of tracking system
reduces in short period of time. Therefore, given a fixed
structure for the panels, their tilt angle shall be defined.
After that we must set a common value for that we have
to select “copy” monthly values in copy from. MET file.
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That is how we get the same value for every month of the
year. We also set project site- Meteo default maximum
search area 10km. So that if the software can not find the
exact location it will provide temprature information for
nearest 10km from our desired location. Then we set
Design Conditions. Here, we input the lower temperature
of Kaptai for last 5 years which is 26°C. We set winter
operating temperature for Vmpp Max design is 28°C. The
other 2 values are default values in this software. Those
values are fixed. Then we chose IEC (1000 V) in the
Array Max voltage which is the International Standard.
Also, we have chosen pVoc value from Specification,
because we are not using one-diode model. Transposition
Model for this project will be sophisticated. For
Circumsolar treatment we chose Separate treatment
because in PVsyst the circumsolar is treated the same way
as the sunbeam which is coming from the direction of the
Sun. This also means that the shading loss on isotropic
diffuse is lower, so the shading loss on beam and the
circumsolar is higher. Since our aim is to decrease the
amount of loss. So, we set Limits overload loss for design
is 1%. Since all places does not have same orientation so
the azimuth angle varies from building to building. For
that we set tilt plane angle to 25°C so that the loss with
respect to optimum is 0%. If we change the plane angle
the percentage of loss will increase. Also, we set azimuth
angle to 0°C. If we want to tilt it to West we have to
change the azimuth angle to negative value and if we
want to tilt it to East we have to change the azimuth angle
to positive value.

Field type [Fixed Tilted Plane

3¢ cancel ‘ / ox |

Figure 8: Orientation, variant of Azimuth angle

From the above figure we can see that the Transposition
Factor FT is only 1.06. We can aslo see that there are 2
graphs, one is for Plane Tilt and another one is for Plane
Orientation.

The final stage is the Row spacing. First of all, for an
optimal layout of the PV modules, we have to implement
the right minimum inter-row distance, so there are no
desired shadows between them. The power that reaches a
PV module depends not only on thr power of the
sunbeams but also the tilt angle between the panel and the
Sun. Power density will reach a maximum peak whenever
the panel is totally perpendicular to the sunlight. So the
angle between the panel and the sun have to be 90°C. If
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there is no losses the powert density of the absorbing
surface would equal the one from sunlight but due to
Sun’s constantly changing position and to various types
of other losses this power density is always less than the
incident one.

After completing all the stages, we can “Run Simulation”.

VI. RESULT ANALYSIS

Three different scenario A B and C were tested 3D scene
and software data and each parameter were run according
the table shown as below which is our initial step for the
result analysis, for first three cases the angle 0 degree to
35 tilt angle were changed. The distance was given below
2.3 m to 3.3 m continuous process. Rest parameters were
constant as before to reduce the loss of the system.

Energy production represent the total effective energy
from the system output. Yearly production is the total
outcomes without losses from the grid which will be
counted on the grid connected calculation. PR is the
difference between the input and output energy ratio and
finally the losses from the total system is consider as the
shading loss.

IBUSSHIaUIYS ulayian

Figure 9: ISO-Shadings Diagram

According to the shadding diagram different scenario
create different losses from the angle. From the figure
particular moths shows the different shadding loss.
According to this more panel is installed in the area will
give the more energy performance ration and global
system efficiency values which means less harmful for
nature.

Storage System Operating---There two different modes
for different times when PV system feeds the battery and
the sun goes down to back up the system and complete
the user demand. Once the PV system is fully charged the
system supply the users demand and it surplus the grid.
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Figure 9: simplify scheme for charging mode
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Figure 10: Storage mode during night mode

When the sun sets, there will be no other means to acquire
energy from the sun, leaving the grid and batteries to
satisfy the demand of the consumers. Grid storage and
battery provide direct energy to users. We chose a 12.84
KW lithium battery with a storage capacity of 252 Ah and
a voltage of 51.2v, and we linked the lithium batteries in
parallel to ensure optimal charging capacity.

Consider it as 20.35 MW invertor output which generate
22.7% is stored 4.36 Mw yearly to supply the family
demand and rest are used to fulfill the demand of hydro
based power grid in Kaptai. Only 7.6% time needs users
purchase to bring outer energy. That means 346.2 Kw
yearly purchase energy from outside means only 5.3%
loss from the system. This outcome considers as the as
less possible loss from the system.

Sub-variant Result
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4
e
T
Il - —
, =
e Gyt P i H g Temsenuiure va, Effecive Iratance
i ! Qe
1
: . B
R el =

Figure 13: Simulation-1

Grid-Connected System: Main results
Project : LinyolaTFM
Simulation variant: ~ Scenario A

Main system parameters System type Tables on a building

Near Shadings Linear shadings

PV Field Orientation fit 35° azmuth 0

PV modules Model F$-8450Jun2018 Prom 450 Wp

PV Aray Nb. of modules 32 Prom total 14,40 kWp
Inverter Model SOFAR 12000TL-X Prom 12,00 kW ac
User's needs Ext defned as file TFMCHR27 Sub-houry. Global 7211 kWhiyear

Main simulation results
System Procuction

Produced Energy

23.89 MWhiyear  Specific prod. 1659 kWh/KiWpiyear

Apparent energy 2358 MVAR

Perf. Ratio PR  81.98 %

Normalged productons (per nsallg KAPE  Namina power 1440 WWp

Petamunce Rato PR

P-V curve
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. 1000W/m2 D
= 200} 800W/m2 > .
< 600W/m2 // e "\
() "
Z 150t P, \ 1
a 7 \
o] 4l \
c 100 P \ -
@ P \
Q 7 \
= / > 4 ‘»
o 50 P .
G \|
o . . . i
0 10 20 30 40 50 60
PV panel voltage (V)
Figure 11: P-V Curve
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Figure 12: Comparison of charging and supplying the
energy to the grid
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Scenario A
Balances and main results

GlobHor | DiffHor | T_Amb | GlobInc | GlobET | EArray | €_User | E_Solar | £_Grld | EFrGrid
R | ks | C | b | abimd | Wwh | mMwh | mub | b | b

January 545 | 2635 | 9.6 | 898 | 793 | 1093 | 0611 | 0218 | 0733 | 0393
February | 823 | 3007 | 104 | 1369 [ 1259 | 1743 | 0624 | 0213 | 1497 [ 04t1

March 1395 | 4431 | 1293 | 1844 | 1703 [ 2332 | 0635 | 0339 | 1946 | 0300
Agril 1729 | 6403 | 15.00 | 1934 | 1760 | 23%4 | 0615 | 0312 | 2036 | 0307
May 2084 | 727 | 1885 2508 | 0626 | 0358 | 2100 | 0267
June )7 | eem | BM | a7 2552 | 04676 | 0325 | 217 | 0351

July 244 | 8306 | 54 2674 | 0703 | 037 | 2060 [ 0328
August 012 | 6007 | 2545 2546 | 0.d61 | 0083 | 2433 | 0.038
September | 1518 | 5040 | 2070 | 1861 | 1708 | 2265 | 0540 | 0327 | 18% | 0313
October 1049 | 4343 | 1825 | 1464 | 1363 | 1834 | 0645 | 0266 | 1532 [ 0379
November 686 | 23 | 1264 | 1167 | 2037 | 1421 | 0623 | 0239 | L155 | 0384
December | 484 | 2438 | 940 [ 655 [ 723 | 0.996 | 0545 | 0210 | 0767 [ 0435

Yoar 1607 | 57428 | 1699 | 19975 | 18146 | 24357 | 7211 | 3245 | 2035 | 3%
Legends: Gebllor  Global hoantal Irdition GBEF Effectie Globa, cor.for 1M and shadiogs
Dt Horbonta difuse iradiaton BATey  Effectie energy et the cuput of the ey
Tanb  Teb Elker  Energy supplied tothe user
Globlnc Ghbal it b col. plre Bk Eegyfromthesin

EGH  Evengy njeced nto grd
GG Evergyfom the o

Figure 14: Main simulation results
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This data chart shows us every monthly production of the
year based on different variable and set the variable
differently how the losses change. For example, if we
choose the June which is produce the 227.7 GHI (Global
Horizontal Irradiance) 68.2 DFI (Horizontal diffusion
irradiation) and rapidly energy use by the consumer and
energy injected in the grid and supplies from the grid.
From this we can calculate the monthly and yearly losses
and efficiency from the system.

Loss Diagram Report

Loss diagram for "New simulation variant” - year

1532 kWh/m? Global horizontal irradiation

+5.0% Global incident in coll. plane
-2.8% |AM factor on global

1564 KWh/m?* 82 m? coll. ive ir iation on

efficiency at STC = 15.26% PV conversion

19554 kWh

PV loss due to irradiance level
PV loss due to temperature

Module quality loss

Mismatch loss, modules and strings
Ohmic wiring loss

17032 kWh Array virtual energy at MPP
Inverter Loss during operation (effici
Inverter Loss over nominal inv. pow:
Inverter Loss due to max. input curr
Inverter Loss over nominal inv. volta

Inverter Loss due to power thresholc

Inverter Loss due to voltage thresho

16429 kWh Available Energy at Inverter Outp

16429 kWh Energy injected into grid

Figure 15: Loss Diagram

From the loss diagram we can observe that the PV loss
due to irradiance level is -0.7%, the PV loss due to
temperature is -10.2%, and the mismatch losses are fixed
at the default value of a power loss at MPP of -3.5%. In
terms of unavailability of the system, a constant loss of
5% is assumed. We can also see that there are Ohmic
wiring loss on the DC circuit are set to a loss fraction at
STC of -0.9%, while the voltage drops across the diodes
and the losses on the AC circuit after the inverter are not
considered.

VII. FUTURE WORK

Since the construction of the Kaptai Dam began in 1962,
the site for this project has been unoccupied. As a result,
there will be no loss of livelihood or agricultural land to
relocate or assign as a result of this project. The system
lacks a sensitive environment as well as historical or
cultural significance, both of which are considered

65

additional value. The 7.4 MWp will be added to the
national grid, resulting in only 5.3 percent system loss,
which is the lowest loss from a PV system-based grid in
Bangladesh [11].

We did work on the tilt angle, stability and consults time
of 7.6% during the discharge period. How will the
photovoltaic technology work for the solar cells such as
thinner film cells can meet the silicon crystalline and
reduce the system loss upto 3.6% which is close to the
ideal grid system for the solar PV. Also the costing, grid
connection or transportation of the energy will lot less
then now. Sizing AC and DC wires, loads and installing
the sun tracking system or other Nano technologies for
solar cell also consider the system more affordable.
Finally, this kind of energy we can install in household
building and commercials building to reduce the need of
energy consumption come from non-renewable sources

such as oil, gas and nuclear system.
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Abstract—This current work proposed the system of
detection and information delivery on accident locations to
related parties in order to get medical aids punctually. This
system was based on three major components as the data source
inputs, namely the censors of tilt/slope, vibration, acceleration,
and coordinate locations. The data was then processed through
Arduino microcontroller by applying a fuzzy logic algorithm
using Tsukamoto method as a supporting system for accident
status decision. The results of the decision were then transmitted
to the data center in real time using the Wi-Fi module, and then
send notifications to related parties. The test results revealed
that the slope censor accuracy was about 96.1%. Additionally,
the use of fuzzy logic via Tsukamoto method was successfully
implemented to determine the accident status by an accuracy
value of 85.18%.

Keywords—detection system, accident detection of tilt censor,
vibration censor, location and acceleration censor, fuzzy logic.

L INTRODUCTION

The sale number of two-wheeled motorcycles year by
year is almost no less than 5 million units each year. Based
on information gained from the Indonesian Motorcycle
Industry Association (AISI), the accumulated number of two-
wheeled motorcycle sales from 2009 to 2019 reached 75
million within 10 years. The large number of vehicle sales
each year has triggered problem related to the highway traffic
system. Such mentioned number can affect the traffic flow on
the highway. In addition to the traffic factor, the drivers’
undisciplined driving attitude has also caused accidents

The data by the Traffic Center of the Indonesian National
Police (locally known as Korlantas Polri) recorded that there
were 100,028 traffic accidents over 2020 in Indonesia. This
number decreased approximately 14% from the previous
year's record, by 116,411 cases. The Traffic Center of the
Indonesian National Police also recorded that there were
113,518 minor injuries due to traffic accidents in 2020,
declining about 45% from 206,447 victims in 2019.
Meanwhile, the number of seriously injured victims was
10,751 in 2020, falling 14% from 12,475 in 2019. The
number of deaths due to traffic accidents reached 23,529
cases in 2020, decreasing 8% from the previous year by
25,671 victims. Therefore, the average death cases due to
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traffic accidents was 1,960 people per month whilst the
average death was 65 people each day, or 2-3 people per hour.
Surprisingly, these accidents were dominated by two-
wheeled motorcycles [1].

The accident victims are defined as not merely those who
died at the time of the incidents, but also those suffering from
many serious injuries and minor injuries as a result of a traffic
accident, which if they do not get safety and medical
assistance quickly, it will end up with death or lifelong
disability [2].

The traffic accidents also caused very high costs. Such
loss due to traffic accidents in Indonesia during 2002 was
estimated at IDR 41.4 trillion, which was 2.91% of gross
Domestic product (GDP). Notwithstanding, the number of
accidents recorded in Indonesia was merely about 8%, and
most of unrecorded cases were accidents without death cases

[3].

To deal with the problem of traffic accidents, the
Government has already established an integrated service
unit in handling traffic accidents. According to the existing
system, there were still fundamental weaknesses needed to be
addressed. The accident information system still required eye
witnesses as senders of information to the related parties, in
this case the police, hospitals, and family/relatives. Following
this, other factors of delays in handling accidents also often
occurred due to delays in information received by the police
and the nearest hospital.

This study thereby aimed to establishing an analysis
system for early detection of accidents on two-wheeled
motorcycles that is able to report quickly and automatically,
in order to assist handling accidents more responsively, and
further to minimize the impact of accidents.

II. LITERATURE REVIEW

In this given section, I compared multiple studies related
to accident detection systems. Several methods had been
previously used by some researchers to detect accidents.
These systems included location and accident detection
utilizing smartphones, VANET (Ad-hoc network), mobile
applications, gyroscopes, accelerometers and deep learning.



IEMTRONICS 2022 (International IOT, Electronics and Mechatronics Conference)

In [12], this current work used arduino, accelerometer
(ADXL336), GSM and GPS as modules to detect accidents
and send accident location information automatically. The
specified threshold value was x<70 so that if the slope of the
vehicle was less than 70 degrees, the system would detect a
severe accident and would automatically send an accident
location message. This detection system did not analyze the
fatality rate due to accidents such as considering the
acceleration and collisions that occurred. Thus, this can cause
bias detection.

A. Censor MPU-6050

The MPU-6050 is a censor module which has two
functions namely, an accelerometer with a micro-
electromechanical system (MEMS) and a gyroscope with a
micro-electromechanical system (MEMS) on a chip. There
are about 16 analog pins converted first to determine the axis,
so that this censor can work optimally. The values of the x-
axis, y-axis, and z-axis on this censor can be taken
simultaneously at one time. This censor applies an Inter
Integrated Circuit (12C-bus interface) as a connection
between the censor and Arduino [4].

T

Figure 1. Titlt position or rotation of MPU-6050 module.

As seen in Figure 1, it depicts the location of the rotation
or tilt of the MPU-6050 censor. Roll, pitch, and azimuth are
reference points for the tilt of the system. The movement of
turning upward and downward is known as roll. Then the
downward and upward circular motion is called pitch.
Moreover, the rotation of sideways horizontally is labelled
azimuth

B. Global Positioning System (GPS)

GPS stands for Global Positioning System. It is a system
for determining the position and global navigation using
satellites. The system was first developed by The United
States Department of Defense used for military and civilian
purposes [5]. This module has a better performance as it has
features of a data backup battery, a built-in electronic
compass, and a strong signal catcher using the built-in
antenna [6].

This existing study used the NEO-6M GPS module which
could generate the data of coordinate locations and speed
with an accuracy of 0.1 m/s [7].
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C. Fuzzy Logic Algorithm

This kind of fuzzy logic method is a method developed
based on the language of human reasoning, so that it can be
utilized into several fields. Basically, this fuzzy logic method
has a way to map an input space to an output space [8].

D. Fuzzy Tsukamoto

Fuzzy Tsukamoto is one of the methods of the Fuzzy
Inference System. In the Tsukamoto method, every
consequence of the if-then rule must be represented by a
fuzzy set with a monotonous membership function [9].

1) Fuzzification: is the process carried out to change the
system input that has a firm or crisp value into a fuzzy set,
and determines the degree of membership in the fuzzy set

2) The Formation of IF-Then rules: is the process carried
out to form rules that will be used in the form of IF-THEN
stored in a fuzzy membership base.

3) Inference is the process of converting the fuzzy input
into the fuzzification output of each predefined rule (IF-
THEN).

4) Defuzzification is the process used to change the fuzzy
output obtained from inference to a firm or crisp value. The
final result is obtained by using the average weighting
equation using the Average Weight Average method as
shown in (1) as follows.

_ I(aix z;)

A (D

Za;

Notes : Z= Output Variable

a;= Value of o predicate
z;= Value of output Variable
1.  METHODOLOGY

This accident detection system consists of two primary
infrastructures, namely hardware and software interconnected

with each other.
START
MPU-6050, GPS NEO-
6M, ESP8266

ACCIDENT
DETECTED

‘ DATA PROCESSING ‘

v

NOTIFICATION

END

Figure 2. The Diagram Block of Accident Detection System of two-
wheeled motorized vehicles.
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In Figure 2, the block diagram consists of a hardware
module as a data input source. The system will read the slope
input data on the vehicle. If the slope exceeds the specified
limit, the system will continue such process to data
processing in order to find out the accident status and then
send information via WhatsApp notification to related
parties.

A. Hardware Design

In the hardware design, there are censors MPU-6050,
Arduino Uno, GPS NEO-6M and ESP8266 as shown in

Figure 3 below.
GPS
NEO-6M

ARDUINU
UNO

ESP8266

MPU-6050

Figure 3. The design of Accident Detection System.

The MPU-6050 censor was mainly used to detect tilt and
vibration on a motorcycle. There was also a NEO-6M GPS
censor to detect the location of the coordinates and speed of
the vehicle. Additionally, there was an ESP8266 module used
as wifi. So it could be connected to a smartphone hotspot in
order to send information.

B.  Software Design

This system was designed by taking data values of slope,
vibration, acceleration, and coordinate location. The slope
value from the censor was then analyzed using an Arduino
Uno microcontroller with a maximum slope angle of 30°. If
the slope angle exceeded this limit, the system could detect
an accident [10]. Then, the system would continue the
process into data processing.

Data processing used the fuzzy logic algorithm by
applying the Tsukamoto method in order to get a more
accurate accident status with the flow shown in the following
Figure 4 as follows.

membership function

Crisp input
from censor

Inference using fuzzy

Variable and ‘

rules

v

‘ Defuzzification

Crisp output
of accident
status

Figure 4. The System of fuzzy logic.

1) The Variable of fuzzy
In this study, the variables were divided into two, namely
input variable and output variable. Each variable consisted of
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three fuzzy sets. Each variable can be seen in the following
Table I.

TABLE L. TABLE OF INPUT AND OUTPUT VARIABLE
Variable Types Values
Acceleration low, medium, high
Vibration Input low, medium, high
Accident Level Output light, medium , heavy

2) The function of membership degree
a) Acceleration
Acceleration has three fuzzy sets, namely: 0 <low < 1.23,
1.20 < moderate < 2.00, high > 1.90 [11].
a. Low=0-1.22.
b. Medium=1.21 - 1.90.
c. High=2.00-10.00.
For each membership function, the degree of validity can
be seen in Figure 5.
A
Medium

Low High

¥

1.22 1.90 10.00

Figure 5. The function of membership acceleration.

In Figure 5, the membership of the acceleration variable
indicates the membership function formulated with the
following eqs. (2)-(4):

1; »x <1.22

197X . ,122<x<1.90
1.90-1.22

0; »x =190

UPR[x] = (2)

0;,->x <1.22ataux = 10.00

X122 . 122 <x<1.90
1.90-1.22

10.00—x
10.00-1.90

uPS[x] = 3

;190 < x <10.00

0; >x <190
=19 . ,1.90 <x <10.00

10.00-1.90

1; - x =>10.00

UPT [x] = )

: PR = Low Acceleration
PS = Medium Acceleration
PT = High Acceleration
b) Vibration
Vibration has three fuzzy sets, namely: low, medium,
high.
a.

Notes

Low=15-30N.
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b.  Medium =30 —-45 N.

c¢. High=45-60N.
For each membership function, the degree of reliability can
be seen in the following Figure 6 as follows.

A
Low

Medium High

v

30 45 60
Figure 6. The function of vibration membership.

As seen in Figure 6, the membership of the vibration
variable showed the membership function formulated with
the following egs. (5)-(7):

1;->x <30

HGR[x] ={ === > 30 <x <45 (5)
0; »>x =45
0;->x <30ataux = 60
x—-30
Mcs[x]:z ZE:;E,—930 <x< 45 (6)
S07X 45 < x < 60
60—45
0; »x <45
x —45
GT|x]| =< —- <x< 7
UGT [x] 60_45,—>45_x_60 7)
1; ->x =260
Notes : GR = Low vibration

GS = Medium vibration
GT = High vibration
¢) Accident Status

The accident status output has three fuzzy sets, namely:
light, medium, and heavy.
a. Light=15-30N.
b. Medium = 30 — 45 N.
c. Heavy =45 — 60 N.
For each membership function, the degree of reliability can
be seen in the following Figure 7.
F
Light

Medium Heavy

Y

30 45 60
Figure 7. The membership function of accident status
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As in Figure 7, the membership of the accident status
variable showed the membership function formulated with
the following egs. (8)-(9):

1; > x <30
5% 30<x<as
45-30° ' =*=

0; »>x =45

uSKR[x] = )

0;- x <30ataux = 60
x — 30
;> 30<x <45

uSKS[x] = €C))

0; »>x <45

x —45

SKT (x| ={——; <x<
HSKT[x] = 4 =o—=;— 45 < x < 60

1; ->x =260

(10)

Notes : SKR = Low Accident Status

SKS = Medium Accident Status

SKT = High Accident Status

3)  Fuzzy Rule
This stage contains rules generated based on two input

variables, with the maximum number of rules is 9. Such rules
state the input and output relations. The operator connecting
both inputs is called AND. The implemented rules can be
seen in Table II as follows.

TABLE IL TABLE OF FUZZY RULES

o Variable Accident

Vobration | Acceleration Status
1 Low Low Light
2 Low Medium Light
3 Low High Light
4 Medium Low Light
5 Medium Medium Medium
6 Medium High Medium
7 High Low Light
8 High Medium Medium
9 High High Heavy

C. The Testing of Detection System

The system testing was carried in order to obtaining data
samples. Moreover, it as to measure the sensitivity level of
each censor. The sample data of research can be used as a
reference to show the level of stability, accuracy, and
feasibility of using the tool. This test included accelerometer
testing, slope testing, GPS module testing, fuzzy logic
algorithm testing, and information delivery testing
respectively.

1) Vibration testing
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Vibration is an input variable in the fuzzy logic analysis
process that determines the accident status. This vibration
testing was done by converting the accelerometer value into
vibration, in order to get the vibration threshold value of the
vehicles. The following Table III is the data generated from
the accelerometer test when there was no accident which
resulted in the resultant value working on each axis without
a significant change.

TABLEIIl. THE TABLE OF ACCELEROMETER DATA
WITHOUT ACCIDENT CASES
T(i:)w Acc-x Acc-y Acc-z | Resultant
1 0.08 1.62 9.08 9.22
2 0.32 1.82 9.95 10.12
3 0.45 1.74 9.88 10.04
4 0.12 1.23 10.87 10.94
5 0.15 1.45 9.89 10.00
[ 0.22 1.34 9.88 9.97
7 0.34 1.88 10.89 11.06
8 0.45 1.98 11.89 12.06
9 0.55 1.99 10.89 11.08
10 0.43 1.78 9.88 10.05

Following this, the testing of the accelerometer was also
carried out as an accident occurred. Table IV below revealed
result data when an accident occurred causing the values in
the 4th and 5th seconds of the y-axis and z-axis of the
accelerometer. It experienced a significant change from the
average value of each axis. Such change in value caused the
resultant value becoming high.

TABLEIV. TABLE OF ACCELEROMETER DATA WITH
ACCIDENT CASES
Té;r)le Acc-x Acc-y Acc-z Resultant
1 0.08 1.62 9.08 9.22
2 0.32 1.82 9.95 10.12
3 0.45 1.72 9.88 10.04
4 0.12 3.23 18.76 19.04
5 -1.15 2.45 17.89 18.09
6 1.22 1.34 11.88 12.02
7 0.34 1.88 10.89 11.06
8 0.45 1.98 9.89 10.10
9 0.55 1.99 9.89 10.10
10 0.43 1.78 9.88 10.05

2) Slope/Tilt Testing
The slope data was obtained from the MPU-6050 module
consisting of 3 axes, namely the x-axis, y-axis, and z-axis. To
get slope data, the censor was placed in the trunk of the
motorbike, and then tilted the vehicle. The system detected
the slope before further proceeding to the data processing in
order to determine the accident status.
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TABLE V. TABLE OF DATA AS MOTORBIKE FELL TO
RIGHT SIDE
Time (s) Pitch Roll
1 -0.4° -6.4°
2 -0.5° -6.5°
3 -0.6° -9.5°
4 -0.4° -9.5°
5 -0.5° -35.5°
6 -0.6° -40.4°
7 -0.4° -48.4°
8 -0.5° -55.4°
9 -0.6° -55.4°
10 -0.4° -56.4°

The slope test on the vehicle in Table V shows a negative
roll. Based on the data above, it can be concluded that the
negative value on the roll surely indicated that the vehicle
was falling to the right side.

180.0

120.0

60.0

0.0

i

-60.0
-120.0

-180.0

Os Ss 10s

Figure 8. The slope change of X-axis, Y-axis, and Z-axis as motorbike was
falling to right side .

As seen in previous Figure 8 above, the graph as the
vehicle had an accident and tilted to the right side beyond the
maximum slope limit. In addition, the testing was also carried
out when the vehicle fell to the left as shown in table 6 below.
When it fell to the left, the roll value showed a positive value.
Moreover In Figure 9, the graph indicates the slope of the
vehicle when it fell to the left side.

TABLE VI. TABLE OF DATA AS FALLING TO LEFT SIDE
Time (s) Pitch Roll
1 -0.4° 8.4°
2 -0.5° 6.5°
3 -0.6° 9.5°
4 -0.4° 10.5°
5 -0.5° 35.5°
6 -0.6° 40.4°
7 -0.4° 48.49
8 -0.5° 55.4°
9 -0.6° 55.4°
10 -0.4° 56.4°
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Figure 9. The slope change of X-axis, Y-axis, and Z-axis as motorbike was
falling to left side .

3) GPS Testing
GPS testing aimed to determine the accuracy of GPS
showing the location coordinates of the accident victim as
compared to google maps. In addition, it was used to
determine the speed of the vehicle.
4) Testing of Information delivery
Information delivery was the end point of the accident
detection system. This test was carried out to ensure that the
system could send information after an accident had been
detected. Information was sent/transmitted in the form of
short messages via WhatsApp.

Iv. RESULTS AND DISCUSSION

After having tested the accident detection system for 26
trials, this system is regarded to be able to detect accidents
with the results of slope testing by an accuracy of 96.1%.
Furthermore, testing was also carried out towards the
algorithm, namely fuzzy logic with the Tsukamoto method in
order to determine the accident status with an accuracy value
of 85.18%. Finally, the accident status information was
successfully sent to the relevant parties.

V. CONCLUSION

In this current research, the detection and delivery system
a two-wheeled motorcycle accidents had been carried out
using Arduino Uno hardware, MPU-6050, GPS NEO-6M,
ESP8266 hardware and a fuzzy logic system by using the
Tsukamoto method to support the system of the accident
status decision-making. Several stages of this research
consisted of hardware design, software design and system
testing. According to the test results, the slope censor accuracy
was by 96.1%, and the use of fuzzy logic with the Tsukamoto
method was successfully applied to determine the accident
status with an accuracy value of 85.18%. The information of
both coordinate location and accident status were successfully
transmitted using the ESP8266 module which was connected
to a smartphone hotspot via a WhatsApp notification to related
parties for quick response.

Some challenge faced in this research was, for instance,
the limitation of testing on vehicles with higher speeds to get
a better level of detection accuracy. In addition, this study
used the wi-fi module to transmit accident information. So, in

7

such certain locations with poor internet connections there
would be delays or failures in sending information.
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Abstract—Exploration plays a key role in the performance of
metaheuristics. An algorithm should perform more exploration
when reaching the ‘“ideal search scale’’; this happens when
solutions are regularly sampled from different attraction basins.
The moment this search scale is reached depends on the
topological features of the objective function and the inherent
randomness of the heuristic optimization process. Previous work
on adjusting exploration have mostly used fixed rules based on
fitness improvement, in this paper, we model it as a supervised
machine learning problem. We apply a data-centric approach
to understand whether variations in the data are more relevant
than variations in the classification models. For our study we use
the Estimation Multivariate Normal Algorithm with Thresheld
Convergence, which provides an ideal framework as it allows
us to directly control exploration through the ~ parameter.
Optimization results show that the machine learning hybrid
significantly outperforms the baseline algorithm.

Index Terms—metaheuristics, machine learning, data centric,
thresheld convergence, estimation multivariate normal algorithm

I. INTRODUCTION

The optimization of multimodal problems involves two
distinct tasks: identifying promising attraction basins (explo-
ration) and finding the local optima in these basins (exploita-
tion). However, many metaheuristics were initially concep-
tualized for unimodal search spaces. For example, Particle
Swarm Optimization (PSO) begins with a cornfield vector (see
Section 3.2 in [1]) and Differential Evolution (DE) builds its
foundation from a simple unimodal cost function (see Figure
1 in [2]). As a consequence, the primary search mechanisms
of these metaheuristics are biased towards converging on local
optima rather than searching for the best attraction basins.

Estimation of Distribution Algorithms (EDAs) are faced
with a similar challenge [3]. In EDAs, the best solutions
are used to estimate the parameters of the distribution, thus
rapidly focusing on the best found attraction basins. The
efficacy of exploration in EDAs relies strongly on the diversity
of their populations. However, once the algorithm starts to
converge, the variance of the distribution functions becomes
smaller. With a smaller variance, new candidate solutions
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are generated closer to each other, which in turn, leads to
even smaller variance, which leads to a rapid convergence.
As a consequence Estimation Distribution Algorithms may
converge prematurely [4]. A variety of techniques have been
developed to avoid premature convergence, including mech-
anisms such as diversification, speciation and sub-population
formation [5], restarts [6], Thresheld Convergence [7] and
niching [8].

Thresheld Convergence (TC) has been used to avoid pre-
mature convergence in an Estimation Multivariate Normal
Algorithm (EMNA) [4]. The proposed algorithm, named
Estimation Multivariate Normal Algorithm with Thresheld
Convergence (EMNA-TC), led to an improvement of ap-
proximately 50% in performance compared to the original
EMNA. One of its key contributions was the design of an
adaptive threshold function for controlling the transition from
exploration towards exploitation, based on the results gathered
by the algorithm during the optimization. In this paper we
take the design of adaptive threshold functions for TC a
step further, by designing a machine learning based adaptive
threshold function. Such a function uses a classification model
to determine how to adjust the threshold given the topological
features observed during the optimization process.

The combination of metaheuristics with machine learning
is currently one of the most successful trends in optimiza-
tion [9]; in this paper, we continue this trend by designing
a machine learning based hybrid of EMNA-TC that leads to
a significant improvement in performance. However, the key
contributions of this paper go beyond the mere improvement
in performance, on one hand, we present a novel way of
modelling the problem of controlling exploration as a su-
pervised learning problem and we use a trained model for
adjusting exploration directly during the optimization process.
On the other hand, we pursue a data-centric approach when
solving the classification problem. Such an approach has been
promoted by Andrew Ng, the cofounder of DeepLearning.Al,
Coursera, and LandingAl, who recently launched a campaign
to support data-centric Artificial Intelligence [10].
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This paper begins with a background on EMNA, Thresheld
Convergence and the hybridization of machine learning with
metaheuristics. The problem of controlling exploration is then
defined as a classification problem in Section III. Section IV
presents the classification results for a variety of models on
the different datasets. Section V presents the machine learning
based optimization hybrid. Optimization results, including
an analysis of how the models influence the hybrids, are
presented in Section VI. The paper then concludes with a
discussion of current results and future work in Section VII.

II. BACKGROUND

Estimation of distribution algorithms (EDAs) are meta-
heuristics that guide the optimization by building and sam-
pling explicit probabilistic models of promising candidate
solutions. Thus, EDAs transform the optimization problem
into a search over probability distributions; in the specific case
of the Estimation Multivariate Normal Algorithm (EMNA)
a multivariate normal distribution is used for sampling the
search space. In every iteration the mean p and co-variance
matrix X are calculated for the subset of best solutions in the
current population. The next population is then calculated by
sampling an inverse multivariate Gaussian function using p
and ¥ [3].

A. Estimation Multivariate Normal Algorithm with Thresheld
Convergence

In globally convex search spaces, promising solutions tend
to cluster around the best attraction basins and, as a result,
with every iteration the variance of the estimated distribu-
tion will become smaller. New solutions sampled from a
distribution with a smaller deviation will be closer to each
other. Such close solutions will have an even smaller variance,
which subsequently leads to even closer solutions in the
next iteration. This auto-catalytic process is an important
mechanism which allows EMNA to converge; however, it can
also lead to a “cascading convergence” and cause premature
convergence [4].

Premature convergence can be limited through the use of
the Thresheld Convergence (TC) technique. TC modifies the
sampling strategy so that new solutions are created at least
a ‘threshold’ distance away from its reference solution(s).
This controlled sampling strategy allows management of the
transition from exploration to exploitation, convergence is
thus ‘held’ back until the last stages of the search process [7].
The name Thresheld is a combination of the words threshold
and held.

Thresheld Convergence has been incorporated into multiple
metaheuristics, significantly improving results when optimiz-
ing multi-modal functions. In most metaheuristics, TC has
been used to control the distance among existing and new
solutions directly in the search space (e.g. Differential Evo-
lution [11], Particle Swarm Optimization [12] and Evolution
Strategies [13]). However, in the case of EMNA, Thresheld
Convergence was used to control the Y parameter of the
distribution function. The resulting algorithm, EMNA-TC,
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was presented in [4]. The application of TC in the parameter
space did not only report state of the art performance, but
also opened a new line of research into the application of TC
to combinatorial optimization problems [4].
totalFEs — FEs\” :
totalFEs ) M

In EMNA-TC the value provided by the threshold function
is used to set the (Euclidian) norm of the ¥ matrix. This
is done by normalizing 3 and then multiplying it by the
threshold value. Initially the norm is set to be equal to the
norm of X calculated from initial population of randomly
sampled solutions (init_>,.rm), and it is updated over the
execution of a metaheuristic by following the decay rule
shown in Equation 1. In this equation, total F'Es is the total
number of function evaluations, and F'E's is the amount of
evaluations performed so far. The parameter v controls the
decay rate, and thus controls the convergence rate in EMNA-
TC.

Enorm = init_znorm X (

Algorithm 1 EMNA-TC
Randomly initialize population P
while F'Es < maxFFEs do
best_solutions < select_best(P)
[, X] + estimate_parameters(best_solutions)
if first iteration then
Ynorm  iNit_Snorm < norm(X)

else
if best solution has improved then
v < 0.95 x «y
else
v+ 1.05 x
end if
Snorm < iNit_Snopm x (DLl FEs)7
end if
X Ynorm X %m(z)

P + sample_normal_multivariate(u, 3)
end while

return best_solution

B. Controlling Exploration in EMNA-TC

An advantage of controlling the convergence rate is that
convergence can be held to a pause when an “ideal search
scale” is reached. Arguably, this ideal search scale happens
when solutions are regularly sampled from different attraction
basins. If the distance between different attraction basins
could be known a priori, then the norm of ¥ could be held
longer at this scale, allocating more function evaluations to
this threshold level and thus increasing the chances of finding
the best regions before performing local search [14].

Previous work has shown the challenges of determining
the ideal search scale, focusing on the number of solutions
that are kept from one iteration to the next, as an indicator
of whether this ideal search scale has been reached [11].
However, because in EMNA the population is entirely re-
placed by the new solutions, a different strategy was used
in EMNA-TC. This strategy used as a criterion whether the
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best new solution improves over the best solution from the
previous population [4]. Thus, if the best solution is improved,
then ~ is decreased by multiplying it by 0.95 (which slows
convergence); otherwise, 7 is increased by 1.05. A general
outline of EMNA-TC algorithm with adaptive threshold is
presented in Algorithm 1.

C. Machine Learning for Improving Metaheuristics

In this paper we present a novel way for adjusting -y
using supervised machine learning models. The combination
of metaheuristics with machine learning is currently one of
the most successful trends in optimization [15]. There are a
variety of approaches that use machine learning techniques
for improving metaheuristics, e.g. machine learning methods
can be used to cleverly generate the initial population [16],
for building approximate models of the fitness function and
replacing function evaluations [17], for setting up parame-
ters [18] or managing the population of evolutionary algo-
rithms [19]; among other applications [9].

In this paper we focus on a broader approach, where
optimization can be understood as a decision-making process.
In such an approach, the best search strategy needs to be
chosen for a particular search region and moment during the
optimization [20]. Such decisions must be made as the opti-
mization proceeds, taking into account information gathered
during the search. As discussed in [21], two distinctive factors
influence these decisions:

« The topology of the objective function: different char-
acteristics such as unimodality, multimodality, separabil-
ity, deceptiveness, etc. are better optimized by different
search strategies.

The optimization process: given the stochastic nature
of the heuristic optimization process, the same decision
may be optimal at different moments, even for the same
objective function.

The first step towards applying machine learning techniques
in this approach is to model the decision problem as a machine
learning problem, either supervised [20], unsupervised [22] or
reinforcement problem [23]. Then, a model can be trained to
identify the function’s topological features, learn to generate
a sampling sequence associated with a given search strategy,
determine which strategies are better fitted for a given topol-
ogy, and deciding when to apply them. In the case of this
paper, a strategy refers to either decreasing  to promote more
exploration or increasing ~y for a faster convergence.

III. CONTROLLING EXPLORATION AS A SUPERVISED
LEARNING PROBLEM

In EMNA-TC the parameter v determines the norm of X
(Equation 1), thus by adjusting ~ during the optimization
process it is possible to indirectly control the exploration of
EMNA-TC. The problem of finding the best value for v at
any given point during the optimization can be modeled as a
supervised learning problem, in this paper, we will specifically
focus on modelling it as a classification problem.
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Fig. 1. Procedure for creating a training example for the V{ dataset.

We modeled the problem as a multi-class classification
problem, with 9 different output classes associated to dif-
ferent values for the 7 parameter. As shown in Figure 1
classes 0,1,2,...7,8 correspond to the values of ~
0,0.5,1.0,...3.5,4.0, respectively. To create one training ex-
ample we execute EMNA-TC starting with v = 2, then at a
random point of the execution between 25% and 95% of the
total budget of function evaluations, EMNA-TC is branched
out with all the 9 possible values for 7. The final result for
each branch is obtained by completing the optimization with
the remaining evaluations.

Information regarding the optimization status of the algo-
rithm is collected before branching EMNA-TC. The collected
features are intended to capture knowledge about the func-
tion topology and the optimization process itself. Seventeen
features are collected in every other iteration of the 200
iterations prior to the branching point, thus leading to a total
of 100 x 17 = 1700 features; the collected features are:

o Feature 1: The function evaluations used so far.
Feature 2: The function evaluations available.

Feature 3: The current value for the gamma parameter.
Feature 4: The current threshold value.

Feature 5: The standard deviation of the fitness in the
current population.

Feature 6: The average fitness of the current population.
Features 7-17: The 0%, 10%, 20%, ...100% percentiles of
the fitness of the current population.

As illustrated in Figure 1, we create a training example by
associating the vector of collected features to the class that led
to the best final result. As part of our data-driven approach, we
decided to create different variations of the original dataset in
order to assess the effect on the classification and optimization
process.

A. Dataset variations

In the original dataset, which we denoted as Vj, training
examples that had multiple v values producing the exact
same final result were excluded. However, V; does include
training examples which have a very small difference in the
final results among the ~ branches (i.e. between fy,...fs in
Figure 1). Such training examples may mislead the classifier
into learning decisions that are not relevant in practice.
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Fig. 2. Distribution of classes among training examples in the different datasets.

To tackle this issue the following variants used a “gamma
index strategy” based on the difference between the best and
worst final result achieved after branching. The strategy varies
depending on the variant, but the decisions were based on
whether the relative difference between the best and worst
branching results were larger than 1%, 3%, 5%, 7%, 9% or
11%.

e Variant 1 (V7): This variant uses the strategy of not
including a training example if the difference between
the best and worse results was less than the previously
mentioned percentages. We denote each of these sub-
types as Vip1, Vips, ..., Vipg and Vip11.

Variant 2 (V5): A disadvantage of V'1 is that it removes
training examples, thus reducing the size of the dataset.
V5 uses a different strategy, instead of removing the
training example, it keeps the training example but
indicating that no relevant action is required. This is done
by setting the prediction class to 5, i.e. ¥ = 2.5, which is
the median value among all the collected ~ values in the
dataset. Similarly to V7, variants subtypes are denoted as
Vapi, Vaps, ..., Vapg and Vopi.

Variant 3 (V3): Variant 3 uses a similar gamma strategy
as V7, but it only uses three classes, for v = 0.5,2 and
3.5, selecting the best option (of the three) which had
the best average result between it and its two nearest
neighbours (eg. Average of results from v = 0, 0.5, 1 for
v =9).

The training data was gathered using the 28 functions
from the IEEE CEC’13 benchmark [24]. This benchmark
consists of a set of 28 unimodal and multi-modal functions
with various characteristics. The process of creating one
training examples is computationally expensive, as it requires
completing a full execution of EMNA-TC plus the 8 branches.
We were able to collect slightly over 1400 training examples
per function, resulting in a total of 39382 examples in the V)
dataset.

The number of training examples and the class predictions
varied depending on the dataset variant. Figure 2 shows how
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the number of training examples distributes along each class
on each dataset. It can be noticed how the overall number of
examples is reduced in datasets V; and V3 as the percentages
for the gamma strategy are increased. A surge of examples
towards larger ~ values can also be observed, which indicates
a bias towards faster convergence. In multi-modal functions
training examples are balanced, but in multi-modal functions
training examples are skewed into increasing <y, and thus
convergence. Future data collection should focus more on
multi-modal functions.

IV. CLASSIFICATION RESULTS

We tested over 20 different classification models, more
data and the project code can be found in the Github reposi-
tory [25]. In this paper we focus on the most relevant and best
performing models; six of those models are classic machine
learning models from the Sklearn library, and two are deep
neural networks implemented using TensorFlow Keras. These
models are:

Decision Trees (DT): Sklearn implementation with de-
fault settings.

K Nearest Neighbour (KNN): Sklearn implementation
with the number of neighbours set at 20, the weights set
to distance, otherwise default settings.

Radial Nearest Neighbour (RNN): Sklearn implementa-
tion with default parameters, the radius was set to 2600.
Linear Discriminant Analysis (LDA): Sklearn implemen-
tation with solver set to ‘svd’ and otherwise default
settings.

Quadratic Discriminant Analysis (QDA): Sklearn imple-
mentation with default settings.

Logistic Regression (LR): Sklearn implementation with
the solver set to ‘sag’, the maximum number of iterations
set at 100000, and otherwise default settings.

Deep Neural Network (TF3): a Sequential Keras model
with five layers. Output dimensions 64, 32, and 9 for
the first, third and fifth layers. The second and fourth
layer being Dropout Layers with a 0.1 dropout rate. The
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first layer has a relu activation function the last having
a sigmoid activation function.

Deep Neural Network (TF4): a Sequential Keras model
with three layers. Output dimensions 256, 128, and 9; the
first layer has a relu activation function, the last layer
has a softmax activation function. Both TF networks
use Adam optimizer with a learning rate of 0.01 and
a categorical crossentropy loss function.

For testing the classifiers we used a holdout-validation set
with 25% of the dataset. Table I shows the accuracy of the
different models for the best dataset subtypes; we choose the
subtype based on the overall performance when we applied
the hybrid to the optimization benchmark (see next section).
Accuracy for Variant 3 is higher because it has only 3 classes,
while Variants 0, 1 and 2 have 9 classes. It is noticeable that
the average accuracy for all the models doesn’t vary much
among the different datasets, with V; and V5 having an almost
identical average. The average per model shows that RNN,
DT and LOG perform slightly better than the rest.

When looking at individual models it can be appreciated
that some models such as RNN and LOG show a good
performance for all the dataset variants. Other models, such
as DT and QDA, seem to be more sensitive to the different
datasets. Despite being one of the best performing models
overall, DT performs rather poorly in V3, while QDA (the
worst performing model), performs very poorly in V and
V3. It is also noticeable that the Deep Network models don’t
perform as well as other models, this could be due to the
relatively small size of the datasets. Although the TF3 model
does perform reasonably well and with a stable performance
among all the datasets. In the following sections, we will
analyze how these accuracies correlate to the optimization
performance.

TABLE 1
CLASSIFICATION ACCURACY FOR VARIANT TYPES WITH BEST
OPTIMIZATION PERFORMANCE

Model Vo Vips Vaps Vapog Model Average
RNN 0.182  0.188 0.182 0.656 0.302
TF4 0.151 0.167 0.164 0.660 0.286
TF3 0.167  0.167 0.164 0.660 0.290

DT 0.184  0.201 0.187 0.638 0.302
KNN 0.153 0.172 0.161 0.630 0.279
LOG 0.185 0.186 0.185 0.659 0.304
LDA 0.180  0.191 0.179 0.609 0.290
QDA 0.116  0.181 0.131 0.466 0.224

Dataset Average | 0.165 0.182 0.169 0.622

V. THE MACHINE LEARNING HYBRID

The EMNA-TC machine learning hybrid starts the execu-
tion of EMNA-TC with v = 2.0. At every other iteration the
algorithm collects the features described in Section III; this
information is then used to build the input features required
by the classifier. Once the algorithm reaches the 10% of
function evaluations the trained classifier is called regularly
every 10 iterations. The classifier is used to make a prediction
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of what the optimum value for v is at that given time in the
optimization; then ~y is set to this value and the optimization
resumes.

These regular updates of the -y parameter allow EMNA-TC
to adjust its exploration directly from information gathered
during the optimization process. Ideally, v would be decreased
(which means the threshold will decay more slowly) when the
algorithm reaches a threshold size that promotes the sampling
of solutions from different attraction basins. To guarantee a
final convergence, the hybrid stops calling the classifier once
70% of the function evaluations are reached, and ~ is set to
4 to promote a fast convergence during the final iterations.
A pseudocode of the machine learning hybrid is shown in
Algorithm 2.

Algorithm 2 EMNA-TC-ML(classifier)
Randomly initialize population P

while FEs < maxFFEs do
best_solutions < select_best(P)
[, X] + estimate_parameters(best_solutions)
if first iteration then
Ynorm  Mit_Ynorm < norm(X)
else
input_data < collect_features()
if 0.1 X mazFEs < FFEs <0.7Xx mazFEs then
if every 10 iterations then
v < classifier.predict(input_data)
end if
else
if FEs > 0.7 x mazF Es then
v+ 4.0
end if
end if
end if
Snorm ¢ iNit_Snorm X ( )’
2 4 Ynorm X %m(z)
P + sample_normal_multivariate(u, 3)
end while

marFFEs—FFEs
marFEs

return best_solution

A. Machine Learning Based Adaptive Threshold Function

As stated in [7] "The ideal case for Thresheld Convergence
is to have one sample solution from each attraction basin, and
for each sample solution to have the same relative fitness with
respect to its local optimum”. To achieve this ideal case, an
adaptive threshold function should flatten once the algorithm
reaches a scale that allows sampling random solutions from
different attraction basins. This scale is directly related to the
size and shapes of attraction basins.

In the Rastrigin function, where local optima are located
at the integer values of a regular grid of size 1, we know
that the minimum distance between adjacent local optima is
1 and the maximum distance is y/n (n being the number of
dimension) [14]. In such case, the threshold function should
have a smaller v and thus a slower decrease, when the
threshold value is in the [1,+/n] interval. Because in EMNA-
TC the threshold value is set over the parameter space and not
over the search space, it becomes more difficult to determine
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when the average sampling distance of new solutions is within
a given search interval. However, it is still possible to illustrate
how different models vary the threshold decay.

Figure 3 shows the threshold values for the best two models
(RNN and TF4, both shown here for V) and for the worst
performing model (QDA) on the Function 12 of the CEC’13
benchmark, i.e. the Rotated Rastrigin function. The figure also
shows the fixed threshold decay as a baseline comparison.
Because the Rastrigin function is a sinusoid super-imposed on
a quadratic base function, a fixed threshold decay with v = 2
provides a good convergence schedule. However, delaying
convergence when solutions are sampled in the [1, /n] inter-
val can still lead to a slight improvement in performance. This
logic is captured differently by the different models, RNN
for instance, deviates little from the very effective quadratic
decrease, it converges slightly faster up to the iteration 150,
and at that point reduces the convergence speed. The TF4
model delays convergence earlier with a faster decrease in
the second half of the optimization. The QDA model delays
convergence far too much and convergence is only achieved
once the model stops being used and 7 is set to 4 in the final
iterations.

20000

Fixed-TC
RNN
TF4
------- QDA

15000

10000

Threshold

5000

o [=] o o = [=] =]
il =1 5] =} n =1
— & ~ @

Iterations

Fig. 3. Adaptive threshold functions.

Even though the accuracy among some models doesn’t
seem to vary much, there is a clear difference among the
adaptive threshold functions each model has learned. This
difference is the underlying reason behind the significant
variations in optimization performance observed among the
machine learning hybrids in the next section.

VI. OPTIMIZATION RESULTS

In this section we present and analyze the optimization
performance of the EMNA-TC machine learning hybrids.
Results are presented using the 28 functions from the IEEE
CEC’13 benchmark suite [24]. This benchmark consists of a
set of 28; these are divided into three sets: unimodal functions
(1 to 5), basic multi-modal functions (6 to 20) and composite
multi-modal functions (21 to 28).

The experimental setup consists of 30 independent runs on
each function on 30 dimensions with a maximum of 300,000
function evaluations, as recommended in the benchmark de-
scription [24]. Performance is measured by comparing the
mean error. The relative difference in performance between

two given algorithms a and b is also presented using equation:
100(b — a)/ max(a, b). These values indicate by what amount
(percentage) algorithm a outperforms algorithm b.

A. Best Optimization Performance on the Dataset Variants

Table II shows the improvement (relative difference) of
the machine learning hybrids when compared to EMNA-
TC over the entire benchmark. As in Table I, results are
presented for the best subtype of each dataset. It is noticeable
that the RNN-hybrid shows a steady performance, clearly
outperforming EMNA-TC on every dataset. These results
are consistent with RNN’s strong accuracy performance in
Table 1. Conversely, the TensforFlow models, which weren’t
among the best classifiers, achieve the second and third best
average optimization results. It is less surprising to notice
that models such as QDA and LDA, which performed poorly
as classifiers, also perform poorly when integrated into the
optimization hybrid.

TABLE 1T
RELATIVE IMPROVEMENT OVER EMNA-TC FOR BEST VARIANT TYPES
Model Vo Vips Vaps Vapg Model Average
RNN 21.67% 18.04% 13.06% 15.32% 17.02%
TF4 2.79% 18.58% 13.66% 22.70% 14.43%
TF3 7.07% 5.87% 7.53% 6.79% 6.82%
DT 4.08% 3.82% 4.84% 6.03% 4.69%
KNN -0.09% 4.35% 0.76% 13.27% 4.57%
LOG 2.35% 0.32% 4.44% 4.63% 2.94%
LDA 3.69% -9.53% 5.50% 2.97% 0.66%
QDA 2.26% -10.02% 5.48% -20.68% -5.74%
Dataset Average 5.48% 3.93% 6.91% 6.38%

Perhaps the most noticeable result comes from looking at
the individual differences of each model for specific dataset
variants. Table I didn’t show much variation in classification
accuracy across the datasets, however, the optimization perfor-
mances vary more significantly. For instance, the RNN-hybrid
performs very well across all the dataset variants and achieves
the overall second best performance in the V|, dataset with an
improvement of 21.67%. The TF4-hybrid, on the contrary,
varies its performance significantly depending on the dataset.
This hybrid achieves the best overall improvement of 22.70%
when trained on the V3pg dataset, while performing quite
poorly (2.79%) when trained on the original Vj dataset. In
a similar note, some hybrids perform very badly at specific
datasets, e.g. the LDA-hybrid when trained with the V5 variant
and the QDA-hybrid for V3.

B. Effect of the Classification Accuracy on the Optimization
Performance

To better illustrate how the accuracy of the classifiers
relates to the optimization performance we have plotted both
values in Figure 4 for the whole rank of dataset variations.
The accuracy plot for the RNN model is very similar to
that of other models, with a stable accuracy around 0.2 for
all the variants and subtypes with 9 classes, and then an
increase to approximately 0.65 for the V5 subtypes. The

7
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relative difference for the RNN-hybrid also shows a very
stable performance, outperforming EMNA-TC in the range
of 10% to 20% in all of the dataset variants.

Because RNN achieves a relatively high accuracy, and
the highest average optimization improvement among all the
models, we could hypothesize that there is a direct correlation
between both measures. However, when looking at the plot
for Logistic Regression (LOG) we can see that even though
the accuracy plot is very similar (just slightly lower values),
the optimization performance is clearly worse for the LOG-
hybrid; the DT plot is similar to the LOG plot (not included
for space reasons). This observation may lead us to the
conclusion that there is either a weak correlation between
classification accuracy and optimization performance, or that
the optimization performance is very sensitive to small vari-
ations in accuracy.

The plots for the two TensorFlow models (TF3 and TF4)
favour the hypothesis of a weak correlation between accuracy
and relative difference. It can be noticed that while the
accuracy plot is similar to that of most models, the opti-
mization performance varies significantly: from performing
slightly worse than EMNA-TC for some datasets (e.g. TF3
for Vip; and Vipg) to achieving the overall best result (TF4
for V3pg). Meanwhile, the plots for QDA and KNN show a
different story. Both these plots suggest a correlation between
accuracy and performance, however, they suggest opposite
relationships. In the case of QDA the plot seems to suggest
an inverse correlation: the relative performance worsens when
the accuracy improves. The KNN plot shows what would
have been the most natural result to expect: optimization
performance improving as classification accuracy improves.

Figure 5 presents a scatter plot for all the models, correlat-
ing the relative difference in optimization vs the classification
accuracy. This figure confirms that there is no relationship
between both measures for the Vj, V; and V5 datasets. But,
it also shows that the relative performance for V3 is overall
better when compared to the other datasets. It also confirms
that results of the QDA classifier are outliers with respect
to the other classification models. It can also be noticed
that 4 hybrids achieved an improvement of over 20% when
compared to EMNA-TC, with the TF4-hybrid as the best
performing one.

C. Full Optimization Results for the TF4-hybrid

Table III presents the optimization results for the TF4-
hybrid on the entire CEC’13 benchmark. Results are com-
pared against the EMNA-TC algorithm, for determining the
effectiveness of the machine learning based adaptive threshold
function. Table III also includes some well-known population-
based metaheuristics such as PSO, DE and the Covariance
Matrix Adaptation Evolution Strategy (CMA-ES). CMA-ES
is a state of the art algorithm, which uses a multivariate
normal distribution for generating new solutions, default
parameters were used as recommended in [26]. The PSO
implementation is a standard version with a ring topology,
zero initial velocities, “Reflect-Z” for particles that exceed
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the boundaries of the search space and a population size
of 50 individuals [27]. The DE algorithm is based on a
DE/rand/1/bin version with a population size of 50, crossover
Cr = 0.9, and scale factor F' = 0.8 [2]. Results include the
mean error over 51 runs and the relative difference (%-diff) in
performance between a given algorithms vs. the TF4-hybrid;
positive percentages indicate by what amount the algorithms
outperform the hybrid, negative values indicate the hybrid
performs better.

Results in Table III show that compared to EMNA-TC
the hybrid achieves an overall improvement of 22.70% over
the entire benchmark. It is noticeable that much of that
improvement comes from the unimodal functions, this is due
to the classifier’s ability to promote convergence in this set of
functions (as mentioned in Section III-A). However, because
EMNA-TC is originally designed for optimizing multi-modal
functions, it is no surprise that the set of unimodal functions
is where the hybrid performs the worst when compared to
CMA-ES, DE and PSO.

In the set of classic multimodal functions is where the
TF4-hybrid performs the best when compared to other meta-
heuristics, achieving improvements of 61.31%, 66.09% and
61.54% when compared to CMA-ES, DE and PSO, respec-
tively. When compared to EMNA-TC, the hybrid achieves
an improvement of 16.88%, confirming the effectiveness of
the adaptive threshold for controlling exploration in multi-
modal search spaces. In the set of composition multi-modal
function, the TF4-hybrid achieves the highest improvement
when compared to CMA-ES (37.65%) but almost no improve-
ment (0.79%) when compared against EMNA-TC. This result
indicates that most of the improvement comes from applying
TC for controlling convergence, rather than from an adaptive
threshold function. Also suggesting that for this type of
functions, the quadratic threshold decrease from the baseline
EMNA-TC algorithm is the most appropriate convergence
schedule; probably due to the globally convex structure that
many of these function have.

Overall, the TF4-hybrid’s adaptive threshold function leads
to a significant improvement over EMNA-TC, with most of
this improvement coming from the unimodal functions. It
also shows a significant improvement over CMA-ES, DE and
PSO, with most of that improvement coming from both sets
of multi-modal functions. It is also relevant to notice that
there are 8 multi-modal functions, for which the TF4-hybrid
achieves results that are at least 10% better than all of the
other algorithms (bold results in Table III)

VII. CONCLUSIONS

This paper presented a novel way of controlling exploration
by modeling it as a supervised learning problem that outputs
an adaptive threshold function. Computational results (Ta-
ble III) confirm the effectiveness of the approach, which can
be easily adapted to other metaheuristics that use Thresheld
Convergence.

An analysis of the classification models and the correspond-
ing hybrids (Tables I and II; Figures 4 and 5) suggests that
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Fig. 4. Comparison between the classification accuracy of the models and the relative improvement of the corresponding hybrids vs. EMNA-TC.

TABLE III
COMPARISON OF EMNA-TC-ML(TF4) vs. EMNA-TC, CMA-ES, DE AND PSO .

Function  TF4-hybrid EMNA-TC CMA-ES DE PSO
No. Mean Mean Yo-diff Mean Yo-diff Mean 9o-diff Mean Yo-diff
1 1.79E-04 1.96E-03  -90.87% 0.00E+00  100.00% 4.17E-07 99.77% 0.00E+00  100.00%
2 1.27E+06 2.40E+06  -47.06% 0.00E+00  100.00% 391E+06  -67.45% 1.87E+06  -31.94%
3 1.64E+09 5.09E+09  -67.84% 2.07E+00  100.00% 2.14E+06 99.87% 9.02E+07 94.49%
4 2.25E-04 2.38E-03  -90.51% 2.57E+03  -100.00% 2.36E+04  -100.00% 1.67E+04  -100.00%
5 8.09E-04 398E-03  -79.68% 0.00E+00  100.00% 7.79E-05 90.37% 0.00E+00  100.00%
FI1-F5 -75.19% 60.00% 24.51% 32.51%
6 2.40E+01 2.31E+01 3.54% 7.68E+00 67.98% 1.38E+01 42.46% 1.53E+01 36.20%
7 1.14E+00 4.74E+00  -75.85% 3.14E+01 -96.36% 2.13E+01 -94.63% 6.49E+01 -98.24%
8 2.09E+01 2.09E+01 -0.08% 2.15E+01 -2.75% 2.10E+01 -0.44% 2.09E+01 0.04%
9 2.03E+00 1.83E+00 9.63% 2.01E+01 -89.91% 3.80E+01 -94.66% 2.84E+01 -92.86%
10 1.92E-03 1.77E-02  -89.16% 1.38E-02 -86.09% 5.89E-01 -99.67% 1.19E-01 -98.39%
11 2.09E+00 2.65E+00  -21.24% 5.43E+01 -96.15% 6.12E+01 -96.59% 6.32E+01 -96.69%
12 1.63E+00 1.53E+00 5.81% 5.28E+01 -96.92% 2.19E+02  -99.26% 7.97E+01 -97.96%
13 1.39E+00 1.84E+00  -24.79% 1.24E+02  -98.88% 2.17E+02  -99.36% 1.36E+02  -98.98%
14 3.89E+02 4.36E+02 -10.71% 3.80E+03 -89.76% 2.68E+03  -85.49% 2.60E+03  -85.04%
15 2.79E+02 2.78E+02 0.46% 4.38E+03 -93.63% 7.26E+03  -96.15% 4.12E+03  -93.22%
16 3.09E-01 3.55E-01 -13.12% 891E+00  -96.53% 2.46E+00  -87.44% 1.63E+00  -81.05%
17 5.21E+01 6.42E+01  -18.91% 1.67E+02  -68.82% 1.13E+02  -5391% 9.82E+01 -46.97%
18 9.26E+01 1.L13E+02  -17.81% 2.85E+02  -67.52% 246E+02  -62.38% 1.72E+02  -46.19%
19 3.15E+00 3.15E+00 0.06% 3.25E+00 -3.17% 1.36E+01 -76.86% 5.72E+00  -44.98%
20 1.48E+01 1.50E+01 -1.07% 1.50E+01 -1.07% 1.29E+01 13.07% 1.17E+01 21.16%
F6-F20 -16.88% -61.31% -66.09% -61.54%
21 2.97E+02 3.05E+02  -2.81% 3.19E+02 -6.93% 2.95E+02 0.64% 2.31E+02 22.20%
22 3.48E+02 3.67E+02  -5.18% 4.16E+03 -91.63% 227E+03  -84.66% 3.06E+03  -88.62%
23 4.82E+02 4.64E+02 3.76% 4.81E+03 -89.98% 7.30E+03  -93.40% 4.65E+03  -89.64%
24 2.08E+02 2.06E+02 0.69% 241E+02  -13.75% 238E+02  -12.66% 276E+02  -24.68%
25 2.05E+02 2.04E+02 0.26% 2.66E+02  -23.04% 2.50E+02  -18.11% 291E+02  -29.65%
26 2.97E+02 3.00E+02  -1.15% 3.11E+02 -4.61% 2.03E+02 31.57% 2.10E+02 29.21%
27 3.67E+02 3.72E+02  -1.49% 7.36E+02  -50.17% 9.77E+02  -62.46% 1.04E+03  -64.73%
28 3.01E+02 3.02E+02  -0.40% 381E+02  -21.11% 3.00E+02 0.19% 2.92E+02 2.86%
F21-F28 -0.79% -37.65% -29.86% -30.38%
F1-F28 -22.70% -32.89% -39.56% -35.85%
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Fig. 5. Scatter plot of accuracy vs. optimization performance for all the
models.

the correlation between the classification accuracy and the
optimization performance is weaker than expected. However,
the adaptive threshold functions produced by each model
illustrate the contrast among the different models (Figure 3).
These differences are reflected in the optimization results of
the corresponding hybrids, even though they are not captured
by the classification accuracy. Future work should dig deeper
into this analysis and potentially suggest alternative metrics
that could better correlate the classification and optimization
results.

The data-centric analysis suggests that the difference
among the machine learning models is more relevant than
the variations in the data. Although slightly superior results
for V3 indicate that reducing the number of output classes
leads to a better performance of by the hybrids. Future
work should focus on further varying the datasets, e.g. by
reducing dimensions through Principal Component Analysis
or modelling ~y output as a regression problem. Future work
should also focus on compiling a larger dataset, which could
significantly improve the performance of the Deep Learn-
ing models. Another promising line for future research is
modelling the machine learning problems as a reinforcement
learning problem. This would remove the need to collect
a dataset, and would allow the metaheuristic to learn as it
optimizes.
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Abstract— In power system analysis, sometimes the combined
influence of a part of the network is desirable/investigated instead
of the dynamics of the individual components therein. For such
studies, aggregated models of system components would become
beneficial when obtaining the equivalent circuits for the subject
part of the network. This paper presents an aggregation method
for modeling a cluster of synchronous generators (SGs) connected
to a common bus in a power grid. First, it is shown how the so-
called transfer matrices can be used for equivalent dynamic
modeling of the system components, e.g., SGs with field and
damper windings. Then, the transfer matrix-based models of SGs
are aggregated to obtain an equivalent dynamic model for the
cluster of SGs. The proposed aggregated model of SGs is then
validated compared to their full-order gd models using computer
simulations. It is verified that the proposed aggregation technique
can preserve the dynamic behavior of parallel SGs very accurately
for low- and high-frequency electromagnetic oscillations while
being computationally more efficient than their classical full-order
qd model counterparts.

Keywords— Aggregated model, equivalent dynamic modeling,
impedance-based modeling, synchronous generator (SG), transfer
matrices.

I. INTRODUCTION

Modeling large-scale power systems considering the details
of all the components to analyze their dynamic behavior would
be cumbersome and computationally demanding, especially in
pace with the growth of switching converters [1]. As a matter of
fact, the detailed dynamic behavior of all the internal states of
some parts of the grid might be unnecessary in some studies [1].
In addition, with the rapid growth of distributed energy
resources (DERs) in power grids, new dynamic behaviors and
stability issues are emerging [2]. Thus, new and computationally
efficient modeling methods are appreciated by planners and
operators when conducting analyses to improve the stability and
resiliency of the power grids considering the new dynamic
behaviors [2]. Traditionally, the state-space modeling [3], [4]
and impedance-based modeling [5], [6] were the two main
approaches for considering the dynamic behavior of the system
components. In the state-space modeling technique, all the
system states are required to model the dynamic behavior of the
whole system [6]. However, some manufactures may only
provide the black-box model of their products [where enough
information may not available for obtaining the details of all the
states], or the parameters of some components cannot be
measured using field tests [4], [5]. In such cases, the impedance-
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(and/or admittance-) based modeling approach can be utilized in
the form of a transfer function, from input voltages/currents to
output currents/voltages [6], [7]. This modeling approach only
includes the states corresponding to the input/output
voltages/currents to the equivalent impedances/admittances.
Consequently, such methods can predict only the dynamic
behavior of the states at the interfacing points/connections [6].

One advantage of the impedance/admittance-based
modeling technique is that it can provide the possibility of
aggregation of the system components [5], [8]. Recently, various
aggregation and reduction techniques have been introduced for
DERs [1], [7], [9], and wind turbine generators (WTGs) [10],
[11], due to their distributed nature. Even with the fast-growing
DERs, synchronous generators (SGs) are still pivotal
components of power systems as they constitute the dominant
share of power generation. Therefore, leveraging aggregated
models for SGs can alleviate the computational burden in
dynamic simulations of large-scale power systems [5], [12].

Conventionally, modeling SGs in the rotating rotor reference
frame (RRF) is more convenient as the varying rotor-position-
dependent machine parameters become constant and their
implementation for computer simulations would be more
efficient and straightforward [3]. However, using RRF in SG
modeling would encompass the inevitable dynamics of the
reference frame, aka frame dynamics [5]. This introduces a
significant challenge in using the impedance-based modeling
techniques to aggregate SGs [5], [13]. Particularly, in wind farm
studies where the same issue exists, two aggregation approaches
have been introduced [11]-[14]. The first method [11], [14]
assumes that the rotor speeds of all the SGs are equal, e.g., for
those groups of wind turbines that receive equal wind speed. The
second method [11]-[13] considers the differences in the rotor
speeds of various SGs, which requires appropriate modeling of
their mechanical system individually. However, for WTGs the
investigations in the literature were mainly focused on the
aggregation of doubly-fed induction generators (DFIGs) or
permanent-magnet SGs (PMSGs), and the aggregation of
wound-field SGs with damper windings has not been explored
[11]-[14]. Furthermore, a reduced single equivalent machine
model has been reported in [15] for aggregating coherent groups
of SGs (which show similar rotor angle swings following a fault)
for system-level studies. However, this reduced/aggregated
model [15] cannot accurately predict the exact low- and high-
frequency electromagnetic oscillations of the original system.
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This paper proposes an aggregation technique for
incorporating the dynamic models of wound-field SGs with
damper windings (which are dominantly used in power systems)
into a single transfer matrix-based equivalent dynamic model.
With the assumption of a constant synchronous rotational speed,
the transfer matrices are employed first for modeling each SG
separately. Then, the parallel-connected SGs are transformed
into an intermediary reference frame between individual
machines where they are aggregated using simple mathematical
operations. It is verified that the proposed method results in an
aggregated transfer matrix model for a cluster of SGs which not
only preserves the exact dynamic information of all the SGs for
a wide range of frequencies, but also improves the
computational performance in dynamic simulations compared to
using multiple classical full-order gd models for SGs.

II. PROPOSED AGGREGATED MODELING METHOD FOR SGS

To present the transfer matrix modeling of an individual SG,
and later the aggregation of transfer matrices for a cluster of
parallel SGs, the full-order gd model of an SG is considered first.
Here, RRF is used and it is assumed that the rotor variables are
referred on to the stator side. Also, for simplicity but without
loss of generality, only the field winding is considered on the d-
axis (denoted by fd) and one damper winding is considered on
the g-axis (denoted by kq). The procedure of calculating the
equivalent parameters of the field and the one damper winding
based on the machine time constants is described in Appendix
A.

A. State-Space Model of the SGs in qd Reference Frame

The voltage equations of SGs can be expressed in the gd
reference frame as [3, Ch. 5]

da

Ve = Hi + @4, + dtqs , (D
Vo =Flg — @A, + Ttdé > (2
for stator windings, and as
Via =Tl dj_tﬂ ) 3)
Vig = lighig + % > “)

dt

for the field and damper windings. The flux linkages can also be
expressed as

/1(15 = Lqiqs +Lmqikq s (5)
Age = Lylyg + Lyl (6)
A = Lyt +Lygly s (7)
/1,“1 = quikq + Lmqiql‘_, (8)

where
L,=L-L, L,=L,—L, 9)
L,=L,+Ly, L,=L,,+Ly,, (10)
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w,: rotor electrical rotational speed,

Vs, Vas: - and d-axes stator voltages,

igs, ids: q- and d-axes stator currents,

Ags, Aas: q- and d-axes stator flux linkages,

rs, Lis: stator resistance and leakage inductance,

Ly, Lg: g- and d-axes stator inductances,

Ling, Lma: q- and d-axes magnetizing inductances,

vy, iz field winding voltage and current,

Am, Ly field winding flux linkage and self-inductance,
rw, Ly field winding resistance and leakage inductance,
Vig kgt g-axis damper winding voltage and current,

Mg Lig: g-axis damper winding flux linkage and self-
inductance,
"y Ling: g-axis damper winding resistance and leakage
inductance.

B. Transfer Matrix Model of a Single SG

Here, it is considered (as a commonly used assumption) that
all parallel SGs have a constant and equal rotational speed (i.e.,
o, = wp for all SGs where w, is the nominal/base rotational
speed). This can be a fair assumption considering the slower
dynamics of the mechanical subsystems compared to the
electromagnetic phenomena of interest. Yet, it facilitates the
derivation of transfer matrices for SGs in the Laplace domain.
Specifically, considering constant rotational speed for SGs
avoids the convolution operation occurring in the frequency
domain from the multiplication of two varying state variables in
the time domain (i.e., the products of w4y and w,A4 in the gd
model of SGs). Consequently, (1), (2) become linear ordinary
differential equations with constant parameters, and the
formulation of the SGs in the Laplace domain would be
straightforward.

The field and the damper winding currents can be expressed
in Laplace domain based on (3), (4), (7), (8) as

1 sL

i,(s)= Vv, — md__j (s), 11
fd( ) P +sLﬂ "d T +std () (1D
[, (8) =— S (s) (12)
i (s)= i (s),
k 7, +stq *

where vy, is assumed to be constant for SGs in this paper, and vy,
is equal to zero for the damper winding. Using (11), (12), the g-
and d-axes stator voltages can be expressed in Laplace domain
based on (1), (2), (5), (6) as

v, (8) = A(s) i, (s)+ B(s) iy () +C(s) vy, (13)
Vi (8) = D(8) i, () + E(5) iy (s)+ F () vy, (14)
where
A(s) = (rs T, - J , (15)
T +5qu
B(s) = [a)de ——Sa)bLmdz J, (16)
Tia T 5Ly
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Csy=| 2w |, (17)
T + std
L 2
D(s)=| 2Zm__ 1 |, (18)
Ty T Squ K
2 2
E(s)=| 7 4oL, - Lmt |, (19)
Tyt std
Fs)=| —Lwa | (20)
T +SLy

Based on (13), (14) and considering the voltages as inputs
and currents as outputs, the SG model in the Laplace domain can
be expressed in transfer matrix form as

Yy G
)] _[Y® L)V @)] [Cul®)] e
i, () - Y:iq(s) Y0 () [ vy, (5) Gdfd(s) e
where
Ty Y] _[A6) BT o
Y, () Y, ()| | D(s) E(s)]
G ()| _[AGs) Be)|'[CGs) 23)
G ()| | D(s)y E(s)| |F(s)]

Here, the Y4 matrix with Yj; (i,j=¢,d) entries is the admittance
matrix specifying the relationship between ¢- and d-axes stator
currents and voltages, and the G matrix with Gi (i =¢,d, and
k=fd) entries specifies the relationship between g- and d-axes
stator currents and the field voltage.

C. Aggregation of SGs with Transfer Matrices

To demonstrate the general concept of aggregation of the
transfer matrix-based models of SGs, it is assumed that N
parallel SGs are connected to a power grid, as depicted in Fig.
1. It is assumed that the rotor angle (0) of each SG can be
obtained from a power flow analysis. Knowing the rotor angle
of SGs, the variables can be transformed between different gd

Tqa

reference frames as

u, _{ cos () sin((p)}{uq}

u, —sin(¢) cos(o) || u,
where u is a system quantity, e.g., voltage or current, and ¢ is
the angle difference between the two ¢d frames which is
assumed to remain constant through the system dynamics [5]. It

should be noted that transforming between gd frames using the
Ty matrix leads to an alteration of transfer matrices of (21) as

24

Y, () Y,/ ()| T -
' ' - qd >
Y;lq (S) Ydd (S)

{qu (s) Y, (S)} (25)

‘ qu(s) Y, (s)
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Fig. 1. Schematic of the considered system including a cluster of parallel SGs
’
G (5) B

connected to a power grid.
’ - d :
Gy ()| L9

Without loss of generality, it is assumed that SG1 remains in
its gd reference frame (i.e., RRF1), and the ¢d equations of all
other SGs (i.e., SGn with n e {2,...,N}) are transformed from
their gd reference frame (i.e., RRFn) to RRF1. Therefore, the
transfer matrices of the first and n-th SGs can be expressed as

iqsl (s) qul (s) qu] (s) Vst (s) Gq/dl (s)

. = - V/dla (27)
iy (8) qul(s) Y (8) || vy (5) Gd/m(s) |

i () | YW:(@ K,d,{(s) Yo ) |_| G )|, )
l.dsn'(s) Yo (8) Yy, (8) Vdsn,(s) Gdfdnl(s)

Where Vys1 = Vg = Vgs and Vast = vasn = vas due to their parallel
connection.

(26)

Finally, the transfer matrices of all the SGs, which are
referred to as RRF1 can be aggregated by adding their stator
currents [e.g., adding (27) to (28)] and obtaining the combined
currents as

iqs (s) iqsl (s) S iqsn'(s)
|:l'd3 (S):| |:id31 (S):| " nz-;[im' (S):l

[n:g%s) nzg*'(s)}{vqy(s)}{(;;}iﬁ(s)

V.,
z fd1
G;}ifv(s)} ;
2
v

Ydf;gg(s) Y (s) || vy, () G;}Zf](s) G;jii,(S)
JAN
(29)
where
V() V) {Yw@ Y,,M(s)}i Y () %, (9)
i) Vi) ] Y Y| S|y, ) v,
(30)
G (s) Gy ($) | _| Gy (5) Gax (5) 31)
G‘;fgﬁ () G‘jﬁv (s) Gd/dl (s) Gqde, (s)
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Fig. 2. Implementation of the proposed aggregated transfer matrix model of the
parallel SGs: (a) interfacing with external network using voltage-controlled
current sources, (b) implementation of the transfer matrices.
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Fig. 3. Schematic of the case-study system consisting of two parallel SGs
supplying a dc system through a rectifier.

Based on (29), the cluster of SGs can be modeled as an
aggregated transfer matrix, as illustrated in Fig. 2(a). As seen,
the inputs of the aggregated transfer matrix model of the SGs are
the terminal and field voltages and the outputs are the injected
stator currents of SGs. Therefore, similar to the gd models of
SGs, a three-phase dependent current source (with possibly a
three-phase snubber resistance (Rsu.s0) in case of connection to
an inductive or a power-electronic-based network [16]) can be
used for circuit implementation of the proposed aggregated
transfer matrix model of the SGs.

III. COMPUTER STUDIES

Here, the accuracy and computational performance of the
proposed aggregated transfer matrix model of the SGs,
formulated in Section II, are investigated for a representative
case study shown in Fig. 3. Therein, two SGs are connected in
parallel and supply a dc load through a six-pulse diode rectifier.
The SGs are connected to the rectifier through a transmission
line (represented by Riine, Liine). A low-pass filter (represented by
Lier, Cpiner) 1s also used to smoothen the dc voltage supplied to
the dc load. Without loss of generality, it is also assumed that
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Fig. 4. Waveforms of the system variables in steady-state obtained by the
classical gd state-space model and the proposed aggregated transfer matrix-
based model for: (a) phase a voltage at Bus-PCC, (b) total injected phase a
current to Bus-PCC by the two SGs, (c) dc load voltage, and (d) rectifier dc
current.

0.015 0.02

the dc load can be represented by a resistor consuming the
required power. The parameters of the case-study system are
summarized in Appendix B.

To verify the proposed transfer matrix-based modeling
technique, two different approaches are considered for modeling
the parallel SGs: First, as the reference model, the two SGs are
implemented individually using their classical gd state-space
models in MATLAB/Simulink. Secondly, the proposed
aggregated model of the two SGs has been implemented using
the transfer matrices following the procedure explained in
Section II. Both the reference and the proposed aggregated
models are interfaced with the external network using 100 pu
(with base S, = 105 MVA and V;, = 560 V) artificial snubbers
connected across the terminals of the SGs [see Fig. 2(a)].

A. Steady-State Operation with High-Frequency Harmonics

Here, it is assumed that the field voltages (Exux) of both SGs
[i.e., Exin = (Xman/¥an) Vian With n € {1,2} ], are held constant at

2.30 pu. As a result, at the rated line-to-line voltage (i.e., 560 V),
SG1 delivers 52 kW with rotor angle ¢; = 32.94° and SG2
delivers 22 kW with rotor angle d> =26.02°. This corresponds to
74 kW (neglecting the losses in the transmission line) consumed
by the dc network, which is modeled as a resistive load of 10
ohms. The system variables obtained by the subject models in
steady-state are shown in Fig. 4. As it can be observed in Figs.
4(a) and 4(b), the proposed aggregated model provides
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consistent results with the gd state-space model for the ac-bus
(Bus-PCC) voltage and the combined current of the two SGs,
including their harmonics. Also, as seen in Fig. 4(c) and 4(d),
the proposed aggregated model provides very accurate results
for the dc-side variables, compared to the reference model,
including the switching ripples.

B. Transients Following a Short-Circuit Fault

Here, it is assumed that the system initially operates in a
steady-state condition as specified in Section III-A. Then, at # =
1 s, a three-phase short-circuit fault occurs on the transmission
line and is very close to Bus-PCC (as indicated in Fig. 3). The
fault is removed at ¢ = 1.1 s. The system variables obtained by
the subject models for the duration of the transient are depicted
in Fig. 5. As it can be observed in Figs. 5(a) and 5(b), the voltage
at the ac-bus becomes zero after the short-circuit fault, resulting
in a very high current due to the high voltage at the terminals of
the SGs (the field voltages were assumed to be constant). It can
also be seen in Fig. 5(d) that the dc current becomes zero
following the fault. This is due to the fact that the diodes in the
rectifier become reserve biased after the fault. Consequently, the
dc voltage starts to decrease (with the time constant of the dc
subsystem). It is also seen in Figs. 5(a)—(d) that the system starts
to recover after removing the fault.

In the meanwhile, it is verified in Figs. 5(a)—(d) that the
proposed aggregated model is very accurate (compared to the gd
state-space model as the reference) in predicting the system
variables even in such large-signal transients.

C. Predicting the Operational Impedances

The so-called operational impedances [3, Ch. 7] can be
analyzed to verify the accuracy achieved by the proposed
aggregated model in steady-state and transient studies in
Sections III-A and B. For this purpose, the ¢g- and d-axes stator
flux linkages per second can be written in the frequency domain
as [3, Ch. 7]

W, (8) =X, (s)i,(s),
W (8) = X 4 (8)ig (5) +de (S)Vfd .

Here, X;(s) and Xu(s) are the operational impedances [3, Ch. 7],
and Ky(s) is a transfer function that expresses the relationship
between the d-axis stator flux linkage per second and the field
voltage. Comparing (5), (6) with (32), (33), and using (11), (12),
the operational impedances for an SG can be expressed as

(32)
(33)

sL *?
X, (=0, L, ——"—|, (34)
T+ sL, ”
sL 2
Xy (s) =, Ld_+d > (35)
Fa+ sL i
and K(s) is defined as
L
K, (s)=—"¢ (36)
T+ sL i

The operational impedances can also be calculated using the
proposed transfer matrix-based model of the individual SGs
based on the Y, transfer matrix in (21). This is achieved by
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Fig. 5. Waveforms of the system variables when a short circuit occurs at =1s
(and cleared at =1.1 s) as obtained by the classical gd state-space model and the
proposed aggregated transfer matrix-based model for: (a) phase a voltage at Bus-
PCC, (b) total injected phase a current to Bus-PCC by the two SGs, (c) dc load
voltage, and (d) rectifier dc current.

setting 7, and w, equal to zero [3, Ch. 7] for computing the
impedances as

X, (s) = %22 © L. 7
* § iqs (S) 1,=0,0,=0 s Y;I‘l (S) 7,=0,0,=0 ’
X (s)= @ Ya(®) _o 1 (38)
ds :
S g (s) n=0m,=0 S Yo (5) 7,=0,0,=0

Similarly, aggregated operational impedances can be calculated
for the cluster of SGs using the proposed aggregated model
based on the transfer matrix in (29) and following the procedure
in (37), (38).

The bode plots for the operational impedances of the two
parallel SGs in Fig. 3 are obtained using their proposed
aggregated model [based on (37), (38)] and compared with their
exact (reference) values [i.e., Xys(s) = Xys1(5)||Xys2 (5) for the g-
axis and Xu(s) = Xusi(5)||Xas2 (s) for the d-axis, based on (34),
(35)] in Figs. 6 and 7. As observed, the proposed aggregated
model can be effectively utilized for predicting the magnitude
and phase of the d- and g-axes operational impedances of the
parallel SGs with very high accuracy over a wide range of
frequency spectrum. This also verifies and explains the high
accuracy observed in Figs. 4 and 5 for the steady-steady and
transient response of the proposed model.
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Fig. 6. Magnitude and phase of the g-axis operational impedance of the two
parallel SGs over a wide range of frequency as predicted by the proposed
aggregated model.
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Fig. 7. Magnitude and phase of the d-axis operational impedance of the two
parallel SGs over a wide range of frequency as predicted by the proposed
aggregated model.

D. Comparison of Computational Performance

Finally, the computational performance of the proposed
aggregated model of the parallel SGs is benchmarked against
their counterpart gd state-space model. For consistency, both
models are simulated in MATLAB/Simulink [17] using the stiff
solver ode23tb as well as the non-stiff solver ode45 with
maximum and minimum time-step of 0.1 ms and 0.01 ps,
respectively. The absolute and relative errors are chosen to be
10*. The simulations are executed on a personal computer with
Intel® Core™ i7-10750H CPU @ 2.60 GHz processor.

Here, the same short-circuit fault transient study explained
in Section I1I-B is conducted on the case-study system of Fig. 3
and simulations are continued for 5 seconds. The computational
performance of the two subject models is tabulated in Table I
and Table II with the stiff solver ode23tb and non-stiff solver
ode4s, respectively.

As can be seen in Tables I and 11, the two models require
approximately the same number of time steps. Therefore, one
can deduce that the two models have essentially similar
eigenvalue structures. However, with the ode23tb solver, the
proposed aggregated model shows a marginal improvement of
14.7% in the CPU time compared to the gd state-space model
(i.e., 25.37 s vs. 29.77 s), as seen in Table I. Meanwhile, when
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both models are run with the ode45 solver, the proposed
aggregated model outperforms the gd state-space model by
decreasing the CPU time by 39.9% (i.c., 300.25 s vs. 499.85 s),
as seen in Table II. This verifies that simulating the system using
the proposed aggregated transfer matrix-based model is
computationally more efficient (i.e., less complex) for the solver
than computing the system variables using multiple gd state-
space models for SGs.

TABLE L COMPUTATIONAL PERFORMANCE OF THE SUBJECT MODELS
FOR THE CONSIDERED 5-SECOND TRANSIENT STUDY WITH THE STIFF SOLVER
ode23tb

Model Number of time steps CPU time
Classical gd
State-Space Model 97,520 29.77s
Proposed Aggregated
Model 99,465 25.37s
TABLE I COMPUTATIONAL PERFORMANCE OF THE SUBJECT MODELS
FOR THE CONSIDERED 5-SECOND TRANSIENT STUDY WITH THE NON-STIFF
SOLVER ode45
Model Number of time steps CPU time
Classical gd
State-Space Model 2,500,643 499.85's
Proposed Aggregated 2,500,501 30025 s
Model

IV. CONCLUSION

This paper presents an aggregation technique for equivalent
dynamic modeling of a cluster of synchronous generators (SGs).
The proposed method exploits the so-called transfer matrices in
the Laplace domain, where the equivalent transfer-based models
are aggregated. It has been shown for a cluster of wound-field
synchronous generators (SGs) with damper windings that the
proposed aggregated model can follow their classical full-order
qd models very accurately for a wide range of electromagnetic
transients, e.g., for high-order harmonics and/or short-circuit
dynamics. Furthermore, it was verified that the proposed
aggregated model of the SGs is computationally more efficient
than their classical full-order gd state-space models.

APPENDIX A

The magnetizing and subtransient reactances of an SG with
a field and one damper winding on its d-axis as well as two
damper windings on its g-axis are expressed as [3, Ch. 7]

qu:Xq_Xls’ (Al)
de = Xd _Xls' H (AZ)
1
" , A3
X=Xt (A-3)
- 4+ 4
qu X/kql Xlkq2
1
- Ad
o= Xt a4
+ +
de X_lfd Xlkd

Also, the SG’s open-circuit time constants can be expressed as
[3, Ch. 7]
/an//(ql J

4+ —
lkq2
qu + Xlkql

(A.5)
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1
r_
Tao = (X/fd + X, )
(S

(A.6)

To calculate the parameters of an equivalent SG with only
the field winding on the d-axis and only one damper winding on
the g-axis, it is desired that the subtransient reactances of the
equivalent machine remain unchanged (to keep the short-circuit
subtransient peak current magnitude of the equivalent machine
in the same level) [3, Ch. 7]. Therefore, using the magnetizing
and subtransient reactances in (A.1)~(A.4), the leakage
reactances of the equivalent field winding and one damper
winding for the equivalent SG can be obtained as

X = . > (A7)
Xr;, - Xl.v - de
equ 1
B e (A8)
Xz; - X/s qu

Then, to maintain the same open-circuit time-constants as the
original SG, the transient d-axis open-circuit time-constant (z's)
is used as the field winding time-constant (zw), and the
subtransient g-axis open-circuit time-constant (z"¢,) as the g-axis
damper winding time-constant (7x;) for the calculation of
machine winding parameters [18]. As a result, the field and the
one damper winding resistances are calculated based on (A.5),
(A.6) as

X+ X
Ifd md
i = (19)
DyTyo
X"+ X
pom = (A.10)
q 4
wb qu

In this paper, the superscript “equ’ denoting the parameters
of the equivalent SG has been removed from notations for
simplicity.

APPENDIX B

Parameters of the Case-Study System in Fig. 3:

TABLE III. PARAMETERS OF SG 1 [19]
Parameter Value Parameter Value
Rating 105 kVA Voltage 560 V
7y 0.137Q X 0.338Q
Xy 16.624 Q X, 8.180 Q
T 0.0266 Q X 1.270 Q
Tkd 0.120 Q Xira 0.062 Q
g 0.120 Q Xitg 0.131 Q
TABLE IV. PARAMETERS OF SG 2 [20]
Parameter Value Parameter Value
Rating 59kVA Voltage 560 V
7y 0.09 Q Xis 1.276 Q
Xu 29.507 Q X, 17.226 Q
T 0.0195 Q Xy 2.1852 Q)
kgl 2526 Q Xig1 2.3287Q
Thg2 1.07Q Xing2 5.2635Q

TABLE V. PARAMETERS OF THE AC TRANSMISSION LINE AND DC
FILTER
Transmission Line

Riine | o001Q | Liine | 0.1 mH
Filter

Lﬁ[ter | 1 mH | Cﬁlter | 1 mF
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Abstract—Non-destructive mapping of underground utilities is
one of the fundamental concepts of subsurface imaging technology
that has a great contribution to the improvement of many
infrastructure concerns. It is incorporated with electrical
resistivity measurement of various ground conditions through
electrodes with functional geometric configuration. Due to the
presence of an electrical field, electromagnetic noise and
interference will likely occur and might cause inaccuracy of data.
On that note, it is vital to understand the different factors affecting
the system and its impact as the initial step in the development of
an effective filtering and shielding mechanism. Thus, this paper
discusses the possible impacts of parasitic inductance and
capacitance affecting the performance of low and very low-
frequency antennas, and the collection of various optimization
methods as well as the tools and software used in the mitigation of
parasitic elements in an electronics system found in different
research publications and journals. Furthermore, an Al-based
framework was also provided as an initial step in the development
of a parasitic antenna filter that performs well for underground
imaging single antenna array. Genetic algorithm is the Al
technique proposed for the optimization of the antenna filter by
providing the best combination of material by considering its
conductivity and thickness.

Keywords—Electromagnetic Interference, Genetic Algorithm,
Low Frequency, Mitigation, Stray Capacitance, Stray Inductance,
Very Low Frequency

I. INTRODUCTION

Subsurface imaging technology has been known for its
functional detection of utilities underground [1]. In the
Philippines, it has a huge potential in solving infrastructure
problems through the non-destructive mapping of underground
utilities as there are more investments in infrastructure projects
since 2017 [2]. In putting up an underground imaging system,
there are transmitter and receiver circuits as well as capacitive
electrodes that have functional geometrical arrangements that
are capacitively coupled to the ground. They are used in the
recording of electrical resistivity measurement which depends
on varying ground conditions. Thus, it is inevitable to encounter
challenges such as close levels of electrical and electromagnetic
noise and interference due to the presence of the electrical field

(3]
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It is eminent that electromagnetic interference (EMI) brings
disruption to the electrical circuit because of the presence of
electromagnetic radiation coming from an outer source [3].
Relatedly, the noise all around the EMI frequency spectrum is
caused by impedances and current/voltage sources [4]. The
increasing use of electromagnetic transmission systems for
information technology applications in the surroundings caused
the electromagnetic spectrum to be congested that resulting in
EMI which affects the normal function of a certain system [3].
In addition, this disturbance was caused by electromagnetic
energy called environmental interference (EI) which is
categorized according to its sources such as environmental,
incidental, or intentional [3]. Also, the spectrum is crowded in
low-frequency bands [5]. Hence, an effective EMI shielding
mechanism is vital for the protection of a sensitive frequency-
operated system such as in the mapping of underground utilities.

In power electronics, electrical circuits usually contain
parasitic elements due to the coupling of electromagnetic and
electrostatic between different components of the circuit [6].
Truly, it is difficult to obtain a unified and accurate model to
characterize noise emissions due to varying speed,
configuration, and information of a particular system in power
electronics [4]. With that, this research addresses the
conventional sources of electromagnetic interference and the
impacts of parasitic inductance and parasitic capacitance
affecting the performance of very low and low frequency
antennas. It aims to discuss how parasitics may possibly
influence and contribute to the disturbance of systems.
Furthermore, this study contributes to the: (1) discussion and
emphasizing of the tools and software used by different studies
in this field and the optimization methods done to establish an
effective mitigation mechanism for parasitic elements in an
electronics system, and (2) formulation of an innovation
framework for the use of Al-based techniques in mitigating
parasitic elements that could be used for further development of
a shield or filter mechanism for VLF-LF antenna operation for
subsurface imaging.

II. ACTIVE PARASITIC ELEMENTS IN ANTENNA

Self and mutual parasitics are the two types of parasitic
parameters in a particular electronic circuit. The self-parasitics
basically covers the parasitic components of inductors while the
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mutual parasitics usually occur between the layout of printed
circuit board (PCB) and its traces [7]. Additionally, pertaining
in the analysis of electromagnetic compatibility, there are factors
to contemplate, such as distinguishing the EMI sources, locating
the crucial signal paths and coupling loops, and applying EMI
mitigation techniques, especially in designing EMI filters [8].

Undeniably, parasitic elements are present in any frequency
spectrum, and it just varies on how it affects the circuit system.
It is interesting to unveil how parasitic elements deal with low
and very low-frequency ranges. It is known that underground
and underwater are two difficult environments to deal with
when it comes to radio frequency communications since the
incorporation of high-frequency electromagnetic waves is
rejected in concentrated media [9]. Hence, stray inductance and
stray capacitance in antennas with low and very low
frequencies were attempted to tackle. This will help in
establishing an EMI filter that could potentially be used in an
underground imaging application operating in a very low and
low-frequency range.

III. STRAY INDUCTANCE AND CAPACITANCE IN ANTENNA
OPERATIONS

Stray inductance can be defined as unavoidable inductance
present within a circuit which disrupts the normal flow of the
current. The basic concept of stray inductance is when wires or
any other electronic components conceived magnetic fields
around them producing an inductive effect that must be avoided.
The goal of minimizing the parasitic inductance is a great
challenge to engineers and circuit designers as it contributes to
difficulties in the field of power electronics. Some problems
related to it are the rise of unwanted overshoots and ringing after
switching transients [10]. Likewise, stray capacitance is
incorporated into unnecessary capacitance in an electronic
system. Capacitance can be produced if there are any two
elements at different electric potentials that are near to each
other. Those elements could generate an electric field and
become like capacitors [11]. It must be considered also that any
wire used in the circuit can contain limited capacitance
concerning the ground. Likewise, a sensor that acts as a
capacitor could also contribute to the additional capacitances in
the circuit due to its obtained wires [12]. Changes in capacitance
such as capacitance fluctuations are considered one source of
error due to the said circumstances [12]. Hence, one important
way of minimizing the stray capacitance is through the
separation of sensor elements and the rest of the circuit [12].

A. Impacts of Stray Inductance and Capacitance

The inductance is not of great concern in low-frequency
circuits as well as with the lower HF band circuits [13]. Strays
become crucial when passing frequencies from upper HF to the
VHF region. At those frequency ranges, the stray inductance
becomes a significant component of the total circuit inductance
[13]. In regards to the VLF range, the authors have difficulty
gathering research papers about the effects of stray inductance
and capacitance in VLF. To the best of the researchers’
knowledge, most of the studies found that are related to the VLF
antennas are very outdated [14-16]. Thus, it can be concluded
that most of the authors studying the field of parasitics are not
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exploring too much VLF compared to a high-frequency range
which has a huge impact on this matter.

On the other hand, stray capacitance has a notable impact on
the common-mode noise in conductive electromagnetic
interference (EMI) [17]. However, stray capacitance should not
give special attention to dc and low ac frequencies [13]. It is
mentioned in [18] that in dealing with high-frequency, the
effects of such unwanted capacitance are amplified. Capacitive
effects are more dynamic at higher voltages in low frequency
than inductive effects [ 18]. However, it should also be noted that
as the frequency increases, those parasitic elements obtained a
massive proportion of their totality [13].

B. Factors Affecting Stray Inductance and Capacitance

Proper circuit layout is an important factor in RF circuits as
it can reduce the effects of parasitic elements [13]. Stray
inductance is mainly incorporated into metal connecting wire
where the distance, diameter, type of material, shape, and
linking methods are factors to be considered for a change in
electrical characteristics of a certain power module [19]. For
stray capacitance, it is also noteworthy to consider the use of
broad printed circuit tracks for connection rather than wires [ 13].
Air as an excellent dielectric is a most renowned contributor to
stray capacitance [20]. Evidently, one or more dielectrics can be
incorporated into stray capacitances. Hence, its magnitude will
vary depending on the location of the main capacitor [20].
Resistors also exhibit a few amounts of parasitic capacitance due
to their connecting leads and certain parts that have the
capability to store charge [18].

IV. MITIGATION STRATEGIES FOR PARASITIC ELEMENTS

There are stray couplings between components that are more
challenging to classify, so the development of a mitigation
model that incorporates the identification of magnetic and
electric fields around certain parts components were employed
to control its parasitic elements [21]. Efficient EMI mitigation
strategies have gained increasing interest as EMI designing and
simulation enable the estimation of the emf performance of a
certain circuit system before prototyping [22]. It is known that
the sole objective of noise filters is to reduce the unnecessary
electrical waves to the electronically powered equipment and
propagates via alternating current lines and to the nearby devices
[22]. Thus, EMI filters must be properly designed according to
the need and complexity of an electronic system [22].

A. Tools and Software

In developing an EMI filter, one important thing to consider
is the tools and software used in measuring current flows in
components and other parasitic elements. For an antenna model
estimation, a study used an LCR meter that functions in
frequencies between 12 Hz and 187 Hz to measure the electrical
circuit of a loop antenna [23]. On the other hand, an oscilloscope
and a function generator were established to measure lower
frequencies that are < 12 Hz [23]. In [24], ANSYS HFSS 3D
finite element electromagnetic solver was used for measuring
current scattering within two Al blocks that resemble the inner
capacitors’ form (Fig. 1). It was used to confirm the suggested
concept of the proximity effect, while the electrical flow in the
anti-parallel arrangement will approximate each other, thus,
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based on the simulation the expected phenomenon happened
[24].

In terms of measuring the stray inductance and capacitance
of an Integrated Power Electronics Module (IPEM), Maxwell
Q3D Extractor was used in [25] and Agilent 4294A precision
impedance analyzer for verification of the simulation results.
Using these tools, impedance measurement confirmed the loop
inductances when the switching to on and off is employed as
well as the capacitances between three terminals and the ground.
Hence, this was done to measure the parasitic inductance.
Relatedly, another tool for impedance measurement was
mentioned in [22]. The OMICRON Bodel00 vector network
analyzer was used to verify measurements, thus, upon
comparing the simulations and measurements, it conceived a
good match that operated in a frequency of 10 Hz to 40 MHz
[22].

One tool for measuring insertion gains and network criteria
in an EMI filter structure is the Agilent four-port balanced
network analyzer E5070B which was utilized in [11]. It is
known that the effects of stray capacitance can be illustrated
through numerical simulations using finite element analysis
(FEA) [18]. Thus, to execute the modeling, a Comsol
Multiphysics® software package was utilized in a study to
develop FEA models used to calculate the charge distribution of
conductors with an operating frequency of 50 Hz [18].
Apparently, voltage noise measurement is important to consider
in exploring the effects of parasitic elements as it also leads to
the mitigation of those strays. In [26], the Hewlett-Packard
35665A dynamic signal analyzer was utilized in calculating all
the voltage noise incorporated in the study that is open from the
test circuits output. The modulation frequency used in the
experiment is 100 kHz [26]. Overall, these tools and software
mentioned in different studies were able to establish an
important initiative to mitigate the known parasitic elements and
analysis of various electronic systems. Hence, the summary of
these tools and software with a measured frequency range
between <12 Hz and 110 MHz were presented in Table 1.
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(a) Parallel arrangement.
* E

(b) Anti-parallel arrangement.
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Fig. 1. The current surface density of two aluminum blocks was calculated
with ANSYS HFSS at 50 MHz [24].
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TABLE L. SUMMARY OF THE TOOLS AND SOFTWARE USED IN
MITIGATING PARASITIC ELEMENTS.
Measured
Tools / Software Function Frequency
Range
measure a loop antenna 12 Hz -187
LCR meter [23] electrical circuit Hz
Oscilloscope and a measure a loop antenna
function generator set- 1 loop ant <12 Hz
up [23] electrical circuit
ANSYS HFSS 3D finite compute the current
element electromagnetic ompute the curre 50 MHz
solver [24] distribution
calculate the parasitic elements
Maxwell ?23 g Extractor of an Integrated Power -
Electronics Modules (IPEM)
Agilent 4294A measure IPEM for verification 40 Hy —
recision impedance of Maxwell Q3D simulation z
P P 110 MHz
analyzer [25] results
verify impedance
OMICRON Bodel00 measurements of the L-shaped 10 Hz — 40
vector network analyzer conductors of Partial element MHz
[22] equivalent circuit (PEEC)
model
{; %;lr?:g ;?E;Egi measure all insertion gains and )
analyzer ES0708 [11] network criterions
Comsol Multiphysics® develop FEA models used to
software package [18] calculate the charge 50 Hz
P g distribution of conductors
Hewlett-Packard calculate the voltage noise
35665A dynamic signal coming from the circuits’ 100 kHz
analyzer [26] output

B. Optimization Methods

Over the years, there are various techniques and optimization
methods that were developed by researchers for the attenuation
of noise and performance improvement for EMI filters. One
simple technique used in [24] is placing two or more capacitors
in two positions which are parallel and anti-parallel
arrangements (Fig. 2). Using these, it significantly reduced their
equivalent parasitic inductance, which increases the level of
reduction of a filter at the HF range [24]. The proposed anti-
parallel arrangements of capacitors can also enhance the
behavior of EMI filters in HF range [24].

Cancellation techniques were utilized in various research
papers, one is the ESL cancellation technique which basically
uses an X—capacitor—inductor structure [8]. In Fig. 3(a) and 3(c),
the ESL cancellation concept was presented where two
capacitors are connected diagonally. It can be seen that two
inductors, L, are attached on the upper and lower sides. Thus, if
the total value of inductance is the same as the ESL (Fig. 3(b)
and 3(d)), then the reaction of ESL on the diverted path are
canceled as well as the cancellation resistance and ESR [8].
However, ESR and ESL cannot be completely canceled, but
they can be successfully lessened and improve the capabilities
of the capacitors [8].

In mitigating parasitic capacitance, a great work of
estimating it applicable to CM noise in actual time was
employed using the Unscented Kalman Filter (UKF) [17]. The
UFK was used as a state simulator and the complement circuit
of CM noise. Together, they were able to determine the effective
parasitic capacitance. Thus, the proposed method used a typical
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(b) Anti-parallcl arrangement.

Fig. 2. Two smart arrangements applied in two capacitors that serves as
diverted filters together with their incorporated circuit representation: (a)
parallel and (b) anti-parallel [24].

Z1 Z1 Z1
” (Z3-Z1)2
®)
ESL ESL
L=ESL Esk2
& No ESL

T

() ()

Fig. 3. ESL cancellation for capacitors: (a) two capacitors were connected
diagonally, (b) resultant circuit of (a), (c) two small inductors L, are
attached to the upper and lower sides, and (d) resultant circuit of (c)
showing that inductance is equal to equivalent series inductance (ESL)
showing no effect [10].

DC-DC buck converter in various working set-ups for testing
[17].

Another study was conducted [18] where the effects of
dispersed parasitic capacitance have been examined by
conducting assessments through 3-D Finite Element Analysis
(FEA). This allows the calculation of the parasitic capacitance
and the alteration in the divider voltage output [18].
Additionally, the use of grading electrodes to alleviate the results
of stray capacitance was utilized. It found that only limited
correction and enhancement in the function of the resistive
divider was gained when the toroidal grading rings were
employed while grading hollow cylinders that function as a
Faraday cage for the electrical lines, showing an excellent
improvement in the response of the divider [18].

Another application that accumulates stray capacitance is in
a cryogenic experimental set-up where it uses long coaxial
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cables for the minimization of heat leak [26]. Unfortunately,
these cables have a huge amount of capacitance per unit and a
lock-in amplifier can be utilized to get rid of the outcome of the
demodulator at around 100 kHz [26]. The effectivity of the coax
cable and the vessel in terms of disallowing EMI should be
considered in noise performance. Thus, an optimized trans-
impedance capacitive sensor circuit was utilized that obtained
functional noise operation and an allowable rejection of RFI
[26]. This circuit introduced a capacitor that is in series with the
stray capacitance and this greatly resulted in reduced noise gain
in comparison to other test circuits employed [26].

A summary of the various optimization methods was
presented in Table 2. However, the frequency range utilized in
those methods is mostly for high-frequency operations as
research papers incorporated from LF to VLF range is very
limited to none. Thus, it can be concluded that parasitics in high
frequency really gained a lot more interest and exploration
compared to low frequencies.

TABLE II. SUMMARY OF THE OPTIMIZATION METHODS FOR
MITIGATION OF PARASITIC ELEMENTS
Meth(.)d / Function Frequency
Technique Range
Parallel and
antiparallel Significantly decrease the high
arrangement of equivalent inductance frequenc
thin-film capacitors q q y
[24]
_ X-capacitor— ESL cancellation technique for HF high
inductor structure . .
[8] noise suppression frequency
very high-
UKF (Unsc.ented Estimates parasitic capacitance in frequenpy
Kalman Filter) real-time processing
algorithm [17] unit (250
MHz)
Three-dimensional Allows calculation of both the hi
. . o . igh
FEA simulations parasitic capacitance and output f nc
[18] voltage cquency
Grading hollow Provides bexcellent performance in high
linder [18] the reduction Vofvstray_ capacitance in frequency
°y a resistive divider.
Proposed noise gain . .
modification Red“ﬁfslgfe s nfa“(‘i;;‘ém the 100 kHz
method [26] STICIE'S Jow impedance

V. PROPOSED AI-FRAMEWORK IN MINIMIZING THE BUILD-UP

OF ANTENNA PARASITICS FOR SUBSURFACE IMAGING

Among the various mitigation techniques from different
literature, another possible application is underground imaging
antenna operations. It is known that geophysical imaging
technique such as electrical resistivity tomography (ERT) has
been of great use in the identification of underground utilities
[27]. On that note, it can be functional in an infrastructure
problem such as in the instances of ‘hits’ or phenomena that
unintentionally damage utility lines or even worksites due to a
lack of information on existing utilities and entities located
underground.

In creating a subsurface imaging system, it is also important
to consider that it requires high sensitivity in the recording of
electrical resistivity during land surveying. Thus, the initial
development of a parasitic antenna filter will be of great help in
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securing the subsurface imaging antenna array against
unnecessary noise or parasitic elements. Moreover, the authors
have proposed a framework using the Al technique that can be
utilized as an initial step in the development of a parasitic
antenna filter for an underground imaging array (Fig. 4). The
framework is divided into two phases, the first one is the design
and modeling of the underground imaging antenna array and the
parasitic antenna filter up to their data acquisition process and
the second is the application of Al technique for optimization.
Thus, after considering the best material selection and
parameters for the parasitic antenna filter, simulations will take
place and the gathering of data. Then, it will undergo the second
phase which starts with data analysis. This is where Al
techniques such as genetic algorithms and evolutionary
computing can be applied. Genetic algorithm (GA) is
incorporated into an optimization algorithm that is influenced by
natural selection [28]. Various research papers used GA as an
optimization technique in designing and modeling shields
related to electromagnetic waves [28-35]. Hence, it is evident
that this Al technique can is functional in the development and
optimization of a parasitic antenna filter.

To assess the proposed Al based-framework, initial
simulations of single pair (transmitter and receiver electrodes)
antenna array for an underground imaging system showing with
and without the application of parasitic antenna filter were
conducted to prove its functionality. In Fig. 5(a), a single pair
antenna including the transmitter and receiver circuits and their
electrodes was simulated using Altair Feko software operating
in 1 MHz frequency. The pattern of radiations in Fig. 5(a) are
all coming from the transmitter and flow continues to the
receiver as expected since there is no added filter yet in the
system. Since the circuits and electrodes are near field locations,
the generation of electromagnetic waves can be observed which

Design and modelling Design and modelling
of an underground of parasitic antenna —l
imaging antenna array filter

Simulation of antenna
array

)

Material selection and
parameter modification

.

Simulation of parasitic
antenna filter

P —

!

Data Acquisition

Data Acquisition

L{ Data analysis }-I

Application of AT
technique
(Genetic Algorithm/
Evolutionary
Computing)

.

Simulation and
verification

I

Optimized parasitic
antenna filter for
underground imaging
antenna array

Fig. 4. Proposed framework in using Al technique in the initial development

of parasitic antenna filter for the underground imaging antenna array.
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employs the presence of parasitic elements. The reading of the
receiver below the ground could be affected by the generated
electric field above that could result in inaccurate data in
surveying.

On the other hand, another simulation was conducted, this
time with a parasitic element filter as presented in Fig. 5(b). The
parasitic antenna filter used in this simulation is in the form of
box enclosures. The electrodes and circuits are secured with
enclosures to filter unnecessary electromagnetic waves in the
system. It can be seen that the radiations from the transmitter did
not continuously flow in the receiver circuit as compared with
the scenario in Fig. 5(a). The box enclosure in the receiver
circuit was able to absorb and reflect the radiation and function
well as a shield. To verify the result of the shielding mechanism,
a near field graph that corresponds to the electric field around
the enclosure can be observed (Fig. 6). The blue line in the graph
represents the circuit without a filter which shows a continuous
line with increasing value of the electric field. This indicates that
the receiver circuit can also acquire direct signals which could
affect the reading of data. However, in the green line that is
incorporated into the circuit with filter, it displays its peak in the
-0.73 m position and decreased intensely from -0.7 m to -0.61
m, then afterward started to increase again. It can be perceived
that the location where the line was in the lowest position is the
area where the box enclosure is located, meaning it successfully
blocks and absorb the electromagnetic waves coming to the
receiver circuit.

Furthermore, Al techniques such as the genetic algorithm
using MATLAB can be applied for the optimization of the best
combination of thickness and material of the parasitic antenna
filter that is ideal for the underground imaging antenna array.
This can help in identifying the best alloy mixture of materials
considering their conductivity and thickness. However, in the
simulations conducted in Altair Feko, a graphite material was
used as a metal shield since it is the best option for a filter
enclosure due to its dense quality and conductivity, but it is
rarely used because it’s expensive [36].

One of the limitations that can be perceived in using GA is
the premature convergence due to the early completion of
exploitation. This is incorporated into the loss of population
diversity [37]. With that, other bio-inspired optimization
algorithms should be explored using the same dataset.
Conversely, the main advantage of the proposed technique is
providing an accurate and optimal combination of a material that
can be functional for the development of the parasitic antenna
filter. This can be applied in land surveying on roads or even in
uneven terrain through an underground imaging system
apparently being towed with a small vehicle for economic
improvement [38]. The filter will be a great help in securing the
accuracy of data acquired by blocking unnecessary signals or
EM waves as the imaging operation requires high sensitivity to
soil resistivity readings. The success of employing this parasitic
filter can guarantee a good result in generating maps of utilities
underground.
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CONCLUSION

This paper gives rise to the initial establishment of an

effective filtering and shielding mechanism for an underground
imaging system as it focused on the systematic analysis of
parasitics in the low and very low-frequency range. We also
proposed a framework for using the Al technique to reduce
antenna parasitic in a subsurface imaging application. However,
based on gathered literature, it found that in low-frequency
circuits, the inductance is not of great concern in low frequency
as strays become crucial when passing frequencies from upper
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HF to the VHF region. At those frequency ranges, the stray
inductance becomes a significant component of the total circuit
inductance. On the other hand, the effects of such unwanted
capacitance are amplified with HF compared to the LF.
Moreover, as the frequency increases, those parasitic elements
obtained a massive proportion of their totality. In terms of very
low-frequency range, most of the studies found that are related
to the VLF antennas are very outdated which can be perceived
that researchers are not exploring too much in VLF especially in
parasitics compared to high-frequency range that has a huge
impact on this matter. Furthermore, the proposed Al-based
framework was employed, and a simulation of a single pair
antenna array was conducted to assess it. Genetic Algorithm as
an Al technique can be utilized to provide the best combination
of alloy material that could ideally perform as a parasitic antenna
filter. Mitigation techniques and optimization methods from
other research papers as well as the functional tools and software
were also presented to give insights into the current strategies
for the attenuation of EMI noise.
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Abstract: Renewable energy sources have been
proven to be reliable, and they are also thought to be the
best way to meet our growing energy needs. The rising
interest in solar power, increasing costs and functional
expenses are led to a few convincing explanations behind
the requirement for energy monitoring. Today, Solar
Photovoltaic (PV) power is the newest and brightest
advancement in the renewable energy market that
reduces the requirement of fossil fuel by-products. To get
the most out of solar power generation, it's important to
pay a lot of attention to how it's kept and how it's used.
The purpose of this project work is to display real-time
PV parameters on mobile or computer remotely, manage
the data and load which is connected with the PV panel
and examine the statistics via graph. In this work 20-watt
solar panel is used as a PV module, Boltuino (Bolt IoT+
Arduino) device is used as a controller circuit and
Current sensor, Voltage sensor, Temperature &
Humidity sensor are used for solar parameter collection.
The Arduino Uno collects the current sensor, voltage
sensor, temperature & humidity sensor data and sends it
to the BOLT via serial communication. Following receipt
of the statistics in BOLT, it displays all of the solar
parameters and generates a graph, which stores all of the
information. The alert message will be sent to the
registered mobile phone through SMS, and be able to
monitor the data from the PV module and remotely
operate the system in the event of any unwanted situation
like a short circuit or voltage cut out.

Keywords — Renewable energy, solar photovoltaic,
cloud computing, internet of things, remote monitoring

1. INTRODUCTION

In today's world, innovation has effectively taken
the place of civilisation as the supercurrent. Numerous
advancements are taking place in the electrical and
hardware domains, which are resulting in more recent
and significant revelations and discoveries. The
primary difficulty facing all developing countries is the
production of large amounts of electrical energy. Since
the rise of industry and business, power request arrives
at their pick. Henceforth all are aiming towards
environment-friendly power sources to meet the energy
needs in a sustainable manner. Solar power station
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production requires astute observation and activity in
moving toward breakthroughs in low-energy
engineering that is oriented toward zero-energy
engineering. [1].

Internet of Things (IoT) is a fast-developing
invention [2], that when connected through the
correspondence convention and cloud stage, makes
things more intelligent and easier to utilise. In order to
determine the PV module's efficiency, parameters
such as current, voltage, power, and temperature must
be considered [2] [3]. Consequently, a real-time photo-
voltic module monitoring system is essential for
increasing the reliability of solar modules by
comparing the results of the test to begin a preventative
activity [4].

Deficient PV modules, dust on solar panels that
lowers the efficiency, connection of the system [5],
and other factors affecting plant execution are
monitored by this system.

Using the Internet of Things [6], a remote real-time
monitoring system for solar power plants allows for
the monitoring of solar parameters from anywhere and
at any time. It controls the system for execution at the
solar power plant level and promotes the decisional
interaction for the main control station.

The Internet of Things (IoT) allows objects to be
controlled and detected remotely [7] [8], allowing for
casier integration of the real world into a
programmable system, reducing human intervention
and increasing efficiency, precision, and economy.
Real-time monitoring [9], control, and maintenance of
a solar power plant can be made possible via IoT
technology.

For monitoring all PV module data, an internet-
based programmable graphical user interface is
designed [10]. In order to improve the data
characteristic of the solar module, Arduino is utilised
as a controller to display and analyse collected data. It
will be a future accountable technique for large PV
power plants using the IoT-enabled smart solar panel
monitoring system using the Boltuino platform [11].
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II. LITERATURE SURVEY

When it comes to increasing the quality of life for
individuals, the Internet of Things (IoT) has emerged
as a reliable partner in recent years.. The Internet of
Things (IoT) is a network of physical devices that
connect to the internet. Due to the fact that it allows
sensing and specialised devices to interact with one
another in order to meet the specific requirements of
individuals. It bridges the gap between the advanced
virtual and physical world. The Internet of Things (IoT)
is replacing human interventions with machine-to-
machine communication to screen and manage the
borders of the PV board.

In the year of 2021 N. A. b. Anang Othman et. al
[12] designed an IoT-based Solar Battery Monitoring
System utilizing two microcontrollers, Node-MCU and
Arduino Uno. The information acquired will be put
away in the nearby data set and can be seen over an
individual website that fills in as an information log and
through a representation apparatus utilizing Grafana.
All through the framework, the sun-powered PV
framework can be effortlessly followed by the client
utilizing the internet.

Kanaga Durga D. et. al [13] in 2020 revealed a
paper that proposes an installed framework to support
the remote observing of inverters in a photo-Voltic
power generating station. The information is a
complete power created and wusual parts of the
framework execution must be gotten physically in the
Solar power generating station. This proposed
framework involves Raspberry pi as the regulator
circuit. The inverters are associated with a Daisy chain
style and the last inverter is associated with the
Raspberry Pi. The absolute power and five safeguard
boundaries grid fault, high-current, high-temperature,
and short-circuit are gotten from the inverters utilizing
the Modbus convention. Sensors are utilized to gauge
Wind speed, Temperature, and Solar Irradiance.

R. I. S. Pereira et.al [14] in 2019 published a paper
detailing about plan, improvement, execution, and
approval of an Internet of Things (IoT) circuit with
sensors signal melding network for observing
decentralized photo-voltaic plants. The framework
expects to diminish expenses of business information
lumberjacks and detecting devices which necessary to
control information stockpiling utilizing restrictive
programming.

An IoT-based far-off ongoing energy observing
network is created to display the solar power generation
in 2019 by Mohd Sajid Khan et. al [15]. Several voltage
and current sensors are connected with a versatile
micro-controller for amassing the data. An Internet of
Things research stage is adjusted to envision the
amassed data and assess the energy generate for a given
dispersed age structure. This aids in nonstop remote
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monitoring and brings about superior productivity of
the power plants.

In the year 2018 Prakhar Srivastava et. al [16]
published a paper where they focused on controlling
crossbreed energy frameworks utilizing IoT. The
primary rules are exchanging within the two sources of
energy which are solar and wind-based power with no
burden by a site using the ESP8266 Wi-Fi module. The
data is transferred remotely by the site to the ESP8266
Wi-Fi module that controls the wellsprings of energy.
The sent data is controlled remotely using the Internet
of things (IoT). This allows clients to have versatile
control tools via a secured internet connection. The
system assists the energy client in remotely and
physically monitoring the sources parameters via an
advanced mobile or computer. This system is
somewhat effective, cheap, and versatile in action.

III. OPERATION, BLOCK DIAGRAM & CIRCUIT
CONNECTION

This system works with the following connection
displayed in Fig 2. The BOLT module and Arduino
Uno get power from an external source using a USB
cable. Interface the pins Rx and Tx of the BOLT
module to connect the 8 and 9 digital I/O pins of the
Arduino Uno. The PV module is connected with the
demo load through the relay and current sensor, the
single-channel relay is used as a system relay, a voltage
sensor is connected with the PV module in parallel, also
two loads are connected with a dual-channel relay
which is used as a load relay. The current sensor,
Voltage sensor, OLED display, and DHTI11
(Temperature & Humidity sensor) +ve and -ve terminal
which is VCC and GND connect with Arduino UNO
5V and GND pin. The data pin of the current and
voltage sensor is connected with Arduino UNO AO,
and A1 analog pin respectively. Pin A0 and pin 3 of the
BOLT module are connected with the voltage data pin
and digital pin 10 of Arduino Uno. The SCL and SDA
of OLED are connected with Arduino Uno A5 and A4
analog pins. DHT11 (Temperature and humidity
sensor) is connected with Arduino Uno of digital pin 2.

All relay is connected with BOLT GPIO pin system
relay is connected with BOLT pin 0 and load 1 and load
2 relay data pin is connected with BOLT pin 1 and 2.
The VCC and GND pin is connected with Arduino Uno
5V and GND pin.

In this proposed system relay connect with the PV
module positive terminal as a switch. In the BOLT
cloud system, ON and OFF switches are present which
is for turning on the system relay.

At the first system, the relay gets turned on through
press the button in the BOLT cloud platform and the
system gets started. The prototype of the system is
shown in Fig. 3.
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BOLT request data from Arduino Uno and it collect
data from all the sensor. Collect data from the current
sensor, voltage sensor, and DHT11 (temperature &
Humidity sensor). Process the data and send it to the
BOLT device through serial communication. BOLT
shows the data in the BOLT cloud platform. If any data
get high or low, if the voltage and power of the solar
panel are low and the current are high, so we can
manage the load to turn OFF through the load relay
which is controlled by the Lad ON and Load OFF
button of the BOLT cloud plate from. If the
temperature rises and touches the threshold value, press
the button system OFF. So, all system is turned off.

| Initialize the system |

N7

| Solar module Sensors output signals I(—

I Data collecting Unit |

v

| Processing Voltage,Current,Temperature |

Display
Screen Controller

Plot Voltage, Current, Power and temperature graph

T

Stop

Fig.1: Flowchart of Operation

Voltage Sensor [=="""~ 1 | System Load
i | Relay Relay
o ~
Current Sensor )Arduino Uno ==MBOLT Module

DHT 11

1 r --------
1
@ loT Cloud platform
Computer
Moabile -

Fig 2: Block diagram of the proposed system

Ll
T

Fig 3: Prototype of the proposed system

All the data show in the OLED display near the
system which is shown in the IoT cloud platform. If
unwanted things happened like a line cut out, a short
circuit, voltage drop near to zero, or current fallen down
to zero the alert message is sent to the mobile.

IV. HARDWARE ARCHITECTURE

A. BOLT IoT Device

BOLT IoT module is a Wi-Fi cloud computing-
based module [17]. This device has Wi-Fi connectivity
based on the ESP8266 module. It collects data from any
sensor or device and sends it to the cloud also shown in
graphs various from [11]. With BOLT Cloud you have
some control over and screen them over the web, make
customized dashboards to picture the information,
screen the gadget’s wellbeing, run Al calculations, and
part more. It has one analog pin, 5 digital input/output
pins, one 3.3 Volt power pin, 5 Volt power pin, one
GND pin, and also RX and TX pin for serial
communication from another device. ML (Machine
Learning) algorithms are simply consolidated with
BOLT IoT projects to work for recognizing anomalies
in the sensor information.

B. Arduino Uno

The Arduino Uno is an open-source
microcontroller board in base on the microchip
ATmega328P microcontroller [18] and created by
Arduino. cc. The board is equipped with sets of
advanced and simple input/output (I/O) pins that might
be communicated to various extension sheets
(safeguards) and different circuits. The board has 14
input/output (I/0) pins (six fit for PWM), 6 simple I/O
pins, and Arduino IDE (Integrated Development
Environment) is used to program for different purposes
and projects, by a USB cable. The power source of the
Arduino is through a USB cable or by an outside 9-volt
DC battery, but it acknowledges voltages somewhere
that vary between seven and twenty volts. Arduino Uno
is used in this project to collect the data from all the
sensor, display the data on the OLED screen, and when
the data requested Arduino sends it to the BOLT.
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C. Current Sensor (ACS712ELCTR-304-T)

The ACS712ELCTR-30A-T current sensor is a
totally integrated, linear current sensor IC in 8 pins
SOIC package which has a hall effect [19]. The sensor
consists of an accurate, low-offset, copper conduction
path with a linear hall IC circuit which is located near
the surface of the die. It generates a magnetic field for
flowing through the applied current to the copper
conduction path which is sensed by the integrated Hall

sensor and converted into a proportional voltage. It has
a low-noise analog signal path. Its reaction time is Sus
to step input current and 1.5% at TA = 25°C complete
result blunder. It has 1.2 ohms inside guide opposition.
66mV/A result responsiveness. Incredibly steady result
offset voltage. Almost Zero Magnetic Hysteresis. This
current sensor is used in this system to measure the
current flow from the solar panel to the load is loaded
condition also no-load condition.

Arduino Uno

BOLT Module

Voltage Sensor

PV Module

System Relay

i

jmsmmnn
o

I
=
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OLED display
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e
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Fig 4: Circuit & connection diagram of the proposed system
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Fig 5. Actual prototype of the proposed system
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D. Voltage Sensor

The voltage Detection sensor module [15] [19]
could be a straightforward and extremely helpful
module that uses a possible divider to reduce any input
voltage by an element factor of five. This permits us to
use the input pin which is an analog pin of a
microcontroller to detect the potential difference
higher than it is capable of sensing. For example, with
a 0 Volt to 5 Volt input limit which is analog, you can
sense a voltage up to 25 Volt. In this framework
voltage sensor use to measure the voltage of the solar
panel. It connects parallel with the terminal of the solar
output.
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Maximum System Voltage 1(50\'

Fig 7: Output of organic light-emitting diode (OLED)
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E. Temperature & Humidity Sensor (DHT11)

The Temperature & Humidity Sensor (DHT11) is
a necessary, chipset and advanced digital temperature
and humidity sensing device [20]. It measures
humidity through a capacitive sensor and temperature
through a thermistor of the surrounding environment
and sends a digital data signal on the input/output (I/O)
pin of the microcontroller (no analog pins are used for
this device). It’s easy and simple to use but requires
careful timing to collect the data. This device’s
working voltage is 3 to 5 Volt and 2.5 mA maximum
current use during transformation (while mentioning
information). Great for 20% to 80% dampness
readings with 5% exactness. Great for 0 to 50°C
temperature data readings with +2°C accuracy.

F. Photo-Voltaic (PV) module

A solar panel, or photograph voltaic (PV) module,
is a gathering of photograph voltaic cells mounted in a
system for a creating functional solar panel. PV panels
utilize sunlight as solar power which is a source of
energy to produce DC electricity. A collection of
Photo-Voltic modules is known as a Photo-Voltic
panel or solar panel, and a framework of solar panels
is known as an array [7] [21]. The collection of arrays
of a photo-voltaic system produces solar electricity for
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various electrical hardware. We use a 20-Watt max
power solar panel whose max voltage is 17.0 V and
current in max power is 1.18 Amp.

G. OLED Display

The OLED (Organic Light-Emitting Diode) show
is an option for the LCD show. The OLED is super-
light, nearly paper-slight, adaptable, and produces a
more brilliant and crisper picture.

V. RESULTS

The solar parameter is seen through BOLT IoT and
also see-through OLED. Voltage, Current, Power &
temperature is showing BOLT IoT clouded through
graph for remotely use and analysis purpose also
showing in OLED. We can see the data through a
laptop or Mobile. When any fault occurs or unwanted
things happened, we can get an alert message [22] on
mobile.
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VI. CONCLUSION

The purpose of this project is to monitor real-time
solar parameters from any location at any given time
and also to control the system and load through a relay
that is used as a switch. The proposed system has the
capability to display the present and past recorded
data. It has also an emergency alerting system when a
fault occurs or voltage and current drop dangerously
and also when the temperature crosses the threshold
value. Moreover, the proposed system has the ability
to remotely start and shut down the overall system and
also ON/OFF the load with respect to the generation
and demand. The Current Sensor, Voltage sensor, and
relay are interfaced with Arduino Uno and BOLT IoT
devices. The Voltage, current and DHT 11 sensor
sense the data and send Arduino Uno, Arduino
communicates BOLT device through serial
communication and sends the data to the BOLT
device. Arduino IDE is used for writing and compiling
the program in C language and the BOLT device uses
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JavaScript to collect data from the BOLT serial pin
that is TX and TR and show the data through the graph.
This proposed system will be beneficial for research
objectives as well as for industrial applications. When
the temperature exceeds the threshold value, it can
shut down the entire system; likewise, when the
voltage and current are inappropriate, the operator will
be able to halt the load whenever deem necessary. In
addition, the system shows the data in a variety of
ways, such as a bar graph or a line graph, in an excel
datasheet that can be studied anytime for further
research.
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Abstract—This paper presents the result of the approach to
the development of a decision support system (DSS) to improve
the chosen location of base stations (BS) of mobile systems. The
system is designed to improve the reliability of the decision-
making and forecasting of the dynamics of the mobile
transceiver systems and devices based on the uncertainty
influences of a different nature. Analysis of these problems
shows that an effective solution to this issue is to use the
principles of the fuzzy set theory (FST) and modern geographic
information systems (GIS) taking into consideration the
geographically distributed topology of the information and
telecommunications systems (ITS) elements. As a tool, a neuro-
fuzzy inference system (ANFIS) in a Matlab environment is
used to develop the decision support system and to select an
optimal place geographical information system (GIS) is applied
to find installation places of base stations of mobile companies
taking into consideration geographic characteristics of the
region. It also has been found that effective monitoring of the
ITS in such information provision conditions primarily
depends on the degree of compression of the input information.

Keywords— Telecommunication systems, monitoring, fuzzy
models, neural networks, Geographic information systems,
decision making system.

I. INTRODUCTION

This Modern rates of development of information and
telecommunications systems (ITS) puts new demands on the
development of the existing and new design of ITS,
including the optimization of the existing ITS, and can
significantly improve the quality of various types of
information services. This is a priority task for many
information and telecommunications sector enterprises that
provides various services to the population [1,2,3,4].

The possibilities of existing research methods and
decision-making for ITS solutions in case of territorial
distribution of topological elements of ITS are limited.
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The basis of the ITS is a spatially-distributed
telecommunications infrastructure and to continuously
monitor the status of ITS is necessary to conduct operational
monitoring of ITS, which is the subject of this article.

Methodological bases used for the design, development,
and optimization of the existing ITS have some
disadvantages.

For statistical analysis of network characteristics, usually
classical mathematical models are used, and largely focused
on the use of numerical information, thus the information of
fuzzy character is determined by the influence of various
external factors used indirectly and insufficiently [5].

There are many methods to process data from the various
type of information and telecommunications systems, which
are using data mining technologies. The modern approach to
processing data using data mining technologies allows the
use of all types of data in modern information and
telecommunications  systems. Traditional methods of
optimization and planning on the basis of their organizational
arrangements for the maintenance and keeping gave the level
of all the network resources required to provide quality
services in the ITS due to industry dynamics and dominance
of information heterogeneous nature does not allow a
sufficient degree of control over all the resources.

Telecommunications infrastructure is distributed over
large areas, thus there is the need to consider a variety of
factors that characterize certain areas (topography, distance,
construction, and so on.), and all needed information
contained in the digital terrain models and digital maps. The
main tool for working with these maps and models is the
geographic information systems (GIS) [6].

GIS in the field of ITS may be used for:

e Strategic planning,
forecasting market
telecommunication networks;

demand analysis, and
development of
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¢ Design and development of telecommunication
networks, including spatial analysis and modeling
of the network:

o selection of locations for the antennas,
repeaters with the relevant calculations of
service areas, from certain points of view
(antenna location), modeling propagation,
etc.

o determine the optimal cable routing based
on the location of streets, highways and
railways, various underground utilities, as
well as data about the owners of the land,
etc.

e The inventory of telecommunication networks of
distributed infrastructure companies, technical
documentation, including graphical, for a variety of
distributed, often over a considerable area, and
difficulties associated with the environment and
each other object.

®  Organization of a network of customer service and
payments for delivered services.

e Analysis of the company and the quality of
delivered services to the customer. Operative
response to accidents and emergencies.

® Monitoring of networks
emergencies.

and prevention of

e Analysis of correspondence of boundaries and
service area attributable to her workload, redefining
areas.

e  Optimization of travel and transportation, routing of
official vehicles.

¢ Providing additional services using communication
devices (Value-added services).

II. MATERIALS AND METHODS

To take into account the dynamic variability and
Decision-making under conditions with the prevalence of
heterogeneous information, and to obtain an adequate
assessment of the status of ITS in time and space, appropriate
to integrate geographic information systems modeling, as
well as the application of the principles of fuzzy set theory
(FST) in the decision-making process.

A complex assessment of the status of ITS should include
an analysis of the topology of the network, channel capacity
based on modern information visualization, and organizing
interactive interfaces. The implementation of these
approaches based on modern geo-information modeling
technology is relevant and poorly investigated.

Realization of this approach is performed based on a
considered hypothetical object — the town “Nurafshon” with
an installed base station (BS). (Figure 2).

BS - complex radio transmitters and the main element of
the mobile network. It is necessary to ensure that delivering
affordable, high-quality mobile communications to all users
in the territory of the district in which is installed. During
making a call, the mobile phone is connected through a radio

channel to the nearest base station, and then on the base
station network connection is established with the called
party. The more stations, the better the communication
quality [4].

Generally, a set of base station equipment is placed on
the roofs of buildings (antenna device) and in technical areas
(channeling equipment). Considering the complexity of the
radio frequency (RF) environment, topology construction,
and high population density in the “Nurafshon” area base
stations (radio waves of low power) are placed not only on
the objects that dominate the building areas but also on low
buildings, including road transport infrastructure (installation
on outdoor lighting, traffic lights, etc.).

The concrete location of base stations is determined by
the communication operator independently as a result of
complex technical calculations and radio measurements,
based on the need to provide quality and security of services
to:

e covering by qualitative radio signal of certain
territory;

e provide electromagnetic compatibility with other
radio electronic facilities;

e provide sanitary zones and set acceptable standards
of radio emission levels.

Figure 2. Hypothetical map of the town "Nurafshon".
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The main characteristics of the BS can be listed as:
1. The height of the BS - Hgg (in meters)
2. The signal power - Pgs (dBm)
3. The number of subscribers - C, (numbers)

Planning a cellular network starts with a plan that shows
the estimated location of the installation of base stations in
the territory, which are expected to deploy in the network.
Such a plan is little tied to the area characteristics and
existing objects in this infrastructure and is usually called a
nominal plan. After forming the requirements designer must
conduct a preliminary calculation of the coverage area. At
this stage performed searching appropriate areas for placing
the BS.

III. RESULTS

In order to analyze the place of installation of BS
antennas in the district area, we need specific details about
antenna suspension heights and the structure of the BS
location in the areas. Further must be specified the type of
user equipment and formed a detailed design of the future
network.

Installation, configuration, and upgrading of the base
stations are performed based on the following algorithm
(Figure 3).

In addition to technical aspects of planning must be
considered an important economic component of the process
to minimize cellular facilities at an appropriate level of
coverage and quality of services.

Further follows the construction of the BS and all the key
elements of the network. Before the commercial launching,
from the operator side a frequency plan, setting up hardware
and software complex base stations of the system, and the
test of the systems must be performed.

Many factors affect the quality of signals (for example, it
may overlap the surrounding tall buildings and interfere with
other radio signals), since the radio signal is distributed not
in a straight line. All these factors are taken into account
during planning radio networks and accordingly locations for
base stations.

Hgs Pz: Cy

yb o

[ Start J
:

Defining BS installation
location

!

Determination of the
lheight, power, and antenng
directiont the expected
number of subscribers
(nomuinal)

}

Minimizing the number of
[BS, taking into account the|
quality of services

:
[ Finish ]

Figure 3. The algorithm of designing and construction of
the BS mobile systems

The main tasks of the mobile operator is providing
reliable communications to their subscribers, by placing and
maintenance of the BS and prevent electromagnetic energy
flux density level not more than 10 mW / sm” for most
countries. In the Uzbekistan 2,5 mW / sm’ is allowed.
Because the last research shows that, this level of
electromagnetic fields can not have a negative impact on the
human body.

Antenna height varying between 20 meters to 100 meters
(in case antenna installed on the roof of high-rise building).
The rule is, the closer to the telephone BS is located, and the
cellphone spend less radiation on setup and maintaining
communication with the base station.

So the more base stations, the smaller the distance from
the cellular phone to the subscriber station, the lower level of
electromagnetic radiation field a subscriber cellular phone.

As analysis shows in order to find best location to install
BS must be considered different internal and external factors
where heterogeneous information is exists. In this case to
obtain best location and adequate assessment location of BS
in time and in space can be used approach by integrating
geographic information systems modeling, as well as the
application of the principles of fuzzy set theory (FST) [8].

Knowledge Base | Fuzzification | —»

Fuzzv inference C s
. || Defuzzification

f

Fuzzy rules base

Decision-making

Figure.3.Fuzzy model

ITS optimization performed based on the construction of
neuro-fuzzy model, on the this basis conducted a series of

numerical experiments in order to select the optimal
functioning of the ITS and location of elements.
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Oy = fIiHESJ PBS:' (1)

strength

Where, Hgs - BS elevation (in meters), Pgg - Signal
(in dBm) and C, - Number of subscribers

(number).

Table 1. Rule Base

S ati : [

R;{)es Elevef“tlon, m Signal power dBm Number of Subscribers Cu

] Hps . Pps
Significantly Below R

1 Very low 1 Normal 1 Significantly few 1
2 Low 32 Below normal 2 Few 25
3 Average 53 Normal 5 Average 74
4 High 85 Above norm 9 Big 153

L . Significantly higher than L .
5 Significantly High 100 10 Significantly Big 200
normal
Hrs P and Ca
In the calculations, the parameters 1= 55 and Ca are REFERENCES

accepted as fuzzy values, which allows us to compress the
information, which involves taking into account linguistic

estimates of fuzzy variables of Hee Pac and T,

CONCLUSION

Decision support systems for the operation of ITS depend
on the use of diverse information about network topology
and capacity of communication channels, subscriber access,
and others. Effective monitoring of the ITS in such
information provision conditions primarily depends on the
degree of compression of the input information. An effective
solution to this problem is to integrate the principles of the
FST and modern GIS to account for the geographically
distributed topology of the ITS elements. The location of the
base stations of the telecommunications system is mainly
determined by many characteristics, which can be taken as a
time factor, changes in the terrain, the height of the
transmitting antennas, and their radiation. Further research is
planned as follows, including into model the results of an
expert survey and adding other factors that affect the location
of the Base stations, taking into account the electromagnetic
radiations of the area, where the telecommunications
network is deployed.
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Abstract— This paper presents a universal algorithm for
solving boundary value problems of bending plates of arbitrary
shape. To solve the problem of bending, the method of sources
and sinks is used. According to this method, sources and sinks
are distributed continuously along a line located outside the area
occupied by the plate and similar to the contour of the original
plate. By choosing their powers, the conditions at the plate
boundary are satisfied.

In this paper, we use an elementary solution for the problem
of bending a round supported plate and fundamental solutions
from a unit transverse force and moment concentrated at a
point. Mathematical expressions corresponding to various
boundary conditions are given. The boundary value problem is
reduced to a system of integral equations. To obtain a stable
solution to the system of integral equations, the regularization
method with minimization of the Tikhonov functional is applied,
the numerical implementation of which will lead to systems of
algebraic equations. An algorithm for solving the problem in the
MATLAB system is proposed.

Keywords— boundary value problem of thin elastic plate
bending, source and sink method, regularization method,
fundamental solutions from concentrated forces.

I. INTRODUCTION

The study of the stress-strain state of plates is carried
out on the basis of general methods for solving boundary
value problems of the technical theory of elasticity and is
reduced to the integration of differential equations in high-
order partial derivatives. The problems of plate bending are
so complex and diverse that almost all the main methods of
mathematical physics have been used with varying degrees of
efficiency to solve them.

Despite the presence of a large number of works
devoted to the theory of calculation of plates, the problem of
bending still requires further study, since interest in the
diversity of the shape of buildings, structures and technical
products grows over time. And most parts of the structures
consist of thin plates, with a decrease in material consumption
and labor intensity of manufacturing, which requires the
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study of the stress-strain state. Therefore, a single algorithm
is needed to create a computer tool that allows solving this
problem under arbitrary loadings of a complex configuration
with any fastenings, and this work is devoted to this.
Formulation of the problem. Let us consider the
problem of the stress-strain state of a thin elastic plate, which
occupies a region G, with a boundary G. As is known, a small
transverse deflection of a thin elastic plate that satisfies the
Kirchhoff-Leyva hypothesis is determined by the differential
equation [1]:
4 4
AT [
0xy dx{0x5 dx5 D

(M

D =Eh?/12(1 —v?),x = (x1,%,) €EG
where w =w(x) =w(x;,x;) -
deflection, p — transverse load intensity, D — bending
stiffness of the plate, E - is the modulus of normal elasticity
of the plate material, v - is its Poisson's ratio, /4 - is the plate
thickness.

The deflection W(X1,X,) must satisfy the
boundary conditions:

Lw=0, i=12 2)
L; — boundary condition operator.
The most common conditions on the contour are as
follows [1] if the edge is pinched,

plate

a_Wzo

w(xq,x,) =0, -~

if the edge is freely supported, then:
w(xy, %) =0,
Mnx(xl; xz) =0

if the edge is free, then:
Mnx(xlfxz) = 0,
QT*Lx(xlle) =0
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where M Ny Qr*lx —respectively the bending moment and the

reduced transverse force, N,, S — the corresponding
outward normal and tangent to the boundary I', in accordance
with the assumptions made in Fig. 1 rule signed bending

moment and reduced shear force
My

gp

Figure. 1. Outer normal and tangent to the boundary I

ow  dw 4 ow
an, o, cosy o, siny
M, = M, cos*y + M,,sin*

+ 2M,, ., sinpcosyp

1
M, = M, ,cos2 + E(Mx1 — M,,)sin2i

Qn, = Qx,COSY + Qx,sin3h

* aMnxt
Qn, = Qn, — s
oM, OM,, ) oM,,_,
s - o (—siny) + ox, cosy
1 aMnxt
+ —_
p oY

Where s — tangent to contour; p — contour curvature, Y =
(@71?, M,,, Mx?, My, x,» Qx,> Qx, — are expressed through
deflection according to known formulas [1]:

2 2
Mxi =-D (a o + 2 W)a i= 1'2a

j=12,i#j
2
Mx1x2 = _M.X'le = D(]‘ - V) axlaxz
a (3*w | *w .
=i (GE+5s) =12

For example, consider a mixed boundary value
problem for plates having the shape shown in Fig. 2.

Figure. 2. Mixed boundary value problem for thin plates.

w(x,0) =0, :wazz():o, —a<x;<a
AB un EF — freely supported boundaries:
w(a, x,) =0, M, (a,x;) =0

w(—a,x;) =0,
0<x,<c
BC  —free edge, ctc.
for CD edge: M, (x;,b) =0, Q7 (x,b)=0, —a+7r<
x1<a-—r,here r=b—c

Mnx(_al xZ) =0
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for BC edge: M, (x1,%;) =0, Qp (x,x) =0, a-—
r<x;<a; c<x,<b for DE edge: M, (x;,x,) =0,
Qn,(x1,x) =0, —a<x;<—-a+r; ¢ <x,<b(x—
(@a=-m)32+ (xy—c)? =r?

II. METHODOLOGY

The solution w(xy, x,)of equation (1), due to the
linearity of the differential operator, can be represented as

w(xy, X3) = wo(xq, x2) + W(xq, x3) 3)

here wy — is a particular solution of equation (1) with the
right side, and the function w is a general solution of a
homogeneous equation in the domain G.

As wy, you can take any function that satisfies (1).
Here we use an elementary solution for the problem of
bending a round supported plate [2].

4
wo (X1, %3) = %, r=xitxs
“4)
As w, we take the solution from the transverse force
and moment distributed continuously along the line G’ (Fig.
3), located outside the region G ( G'€R”2/G) and similar to
the contour of the original plate. In this case decision is

W) = [, [Wi(x, »)a() + W, (x, y)m()]dl, )

where y = (y4,¥,) € G, W, (x,y), W,(x,y) — fundamental
solutions from a single transverse force and moment
concentrated at the point y, respectively q(y), m(y)— (source
power), located along G".

Xz
G
i
~
g \
/ \
{ \
| |
ik B |
| I
} |
L F 0 AJ x
T %

Fig 3. Auxiliary circuit for applying the method.

Fundamental solutions are known in [3].

Wi(x,y) = —=7Inr", Wy(x,y) =

6mD

_ oW (xy)
ony

(6)

here 7 = \/ (1 —y1)? + (x — y2)?, n,, — outward normal
toI".

From (3)-(6) it follows that the solution of equation
(1), expressed through the unknown functions q(y) and
m(y), has the form

w(x) = wo(x) + [ [W1(x, 1) g () + W (x, y)m()]dL,,
(7
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The function w(x) exactly satisfies equation (1). The
unknown functions are determined from the conditions that
the given relations (2) hold on the boundary I'. At the same
time, no restrictions are imposed on the forms of the
boundaries I" and on the type of fastening, they can be liked,
i.e. the algorithm of this method is universal.

Applying to w(x) in (7) the corresponding
differential operators L, we obtain the expressions Z—:, M,
Q.. Q; , As is known, these differential operators are
linear:L[{w(x)] = L{wy(x)] + L[w(x)] or by (7) we have

Liw()] = Liwe ()] + [i/ [LIW1 (e, »)]a () +
LW, (x, »)Im()]dl, ®)
With this in mind, below are the expressions for each
Lw;(x)], =0,1,2
These expressions were used the following notation:
r? =xf +x3, 7= (o = y1)? + (2 = y2)

’

(x1,x;) €T, uy:) €T,

0 = (yo7y), Y = (%, ),
S(a,b,a) = acosa + bsina, C, =
S(x1,%2,9),

Cy = S(x3, %1, ), S1=
S(=x3,%1,),

Sy = S(x1, —x2, ), Co =Sy —y1,%; —
Y2, 0)9

So =501 — y1,—(x2 — ¥2),0),
C‘l[) = S(xl — Y1, X2 _Ylep)s
Sy =S(; — y1, —(x2 — ¥2), ),

A. Exressions for w(x)

4
0 _ pr
19) wo(x) 647D
72In7?
o _
2) W1(X'J’) - 167D
(In72+1)Cqy
o —
3 ) WZ(xl }’) 81D
. ow
B. Expessions for —
ony
1oy 2o _ pricy
ony 16mD
W (Inf+1)C
2°) 1_ Y
ony 8nD
30) W2 (—CyCo(1nF?+3)+5ySp(In72+1))
) ony - 8nDT

C. Expressions for M,,
19) M§ = Z(r2(=1) +2(S +vC}))

o 1 1 ~2 2 2
20 M1 —;{(1+v)(lnr +1) +5[c} +

2
vSw]}
1
3) Mi=_— [Co(1 +v) +25,CySp(1 — V)]
D. Expressions for Q,,

C
) o =-51
-1
2°) Qn=5—Cy
1
39 Q= —5—[CoCy — SoSy]

E. Expressions for Q,,
19 Qon = = (p(v = DICE = ST = 5 =v)C1)
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1
4mi?

) Q=@ -w(C-53) (- 2) -

26, |
3 Qin =5 | (CoCy = SoSy) <(1 ~v) (S5 -¢h) -

2) +455CySy (2= )|

Using 1°), 2°), 3°) it is easy to obtain representations

. a .
of the components of the stress-strain state %, M, Q,, Q, of

the plate in terms of arbitrary functions q(y), m(y).

Substituting expression (7) into the boundary
conditions, we obtain a system of two integral equations of
the 1% kind with respect to g, m with continuous kernels:

[ KGay)z()dl, = u(), x€l (9
or in operator form
Kz=u,

here K(x,y) — matrix with elements K;;(x,y) =
Lw;,i=12, j=12; z(y) — unknown vector with
components q, m; u;(x) = —L;[wy(x)]; L; — differential
operator of boundary conditions.

Having solved system (9) and substituting the found
functions q(y), m(y) into formula (7), we obtain the
solution of this boundary value problem.

The solution of the system of integral equations is
unstable. It was shown in [4] that the stability of the
approximate solution of system (9) depends on the distance

d=p(,I")

In [5], a technique was developed for obtaining a
stable solution using the regularization method. In this
technique, the approximate solution of system (9) is obtained
by minimizing the Tikhonov functional [6]:

Mo (2) = |Knz — usi2 + allzll%, a>0
with the choice of the regularization parameter @ from the
«principle of least residualy.

IKnzo = usllr + hllzg |l — min

here K, - numerical analogue of the integral matrix K,
ug — numerical analogue of the vector u(x)
h>0, 6§>0, |[K,—K|<h, lus —ul| <8

With the help of quadrature formulas, we replace the
system of integral equations (9) with a system of linear
algebraic equations (SLAE) and from the condition of the
minimum of the functional

M(2) _
0z
We obtain a system of algebraic equations

(A'BA+ aD)z = A'Bu (10)
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here A — order matrix 2n, X 2n,; n;, n, — the number of
nodes on I, T, respectively; B and D — symmetric positive
definite matrices of square forms of discrete analogs of scalar
products in spaces L - a vector of functions on the curves T,
[, respectively; u, z — vectors with components u(x;),
z(y;). at the split points of the curves I and T''.

Solutions to system (10) are obtained using
MATLAB, with the choice of the regularization parameter
from the conditions

(B(Azq — 5), Azg — ug)e + h(zg,2,)2 — min,
at
(B (Az, — ug), (Az, — U5)) <eg,
where & — accuracy.
According to the obtained values of z and according
to the numerical analogues of formula (7):

nz
B = wo@ + ) GWa(x,7)a() + Walxy)m(y))]
j=1

It is possible to approximately determine the value
of the deflection at arbitrary points of the plates.

Solution algorithm. We solve this
numerically in MATLAB.

When programming, there is no need to write
equations for each edge separately. It is enough to assign a
parameter for the boundary condition and compose the
algorithm so that the above expressions are selected by the
value of this parameter. The parameter values are the
boundary condition code.

For a complete solution of any considered bending
problem, it is necessary to specify the following information:

LF — number of edge rows, separated by boundary
conditions and by curvature;

B1(I), B2(I) — coordinates of the starting point of the
1st side;

O1(I), O2(I) — center of curvature of the 1st curved

problem

side;
KK(I) — view of the I-th side of the edge of the plate:
KK(I)=0 — straight edge,
KK(I)=1 — curvilinear edge convex down,
KK(I)=2 — curvilinear edge convex up;
L(I) — type of boundary conditions specified on the
Ist side:
1 - pinched,
2 - freely supported,
3 - free;
MN(I) — number of nodes of points on the st side;
AN — parameter determining from AN = h,/h,,
h, — step on the additional contour,
h; — on the main line;
D(I) —the distance between the additional and main
circuits on each I - th side;
Q — external load intensity;
(M,N) — dimension of the resulting system of linear
algebraic equations;
HP - plate thickness;
E — elastic modulus;
v — Poisson's ratio.
The implementation of this method is carried out
according to the following algorithm:
1. Entering and printing data;

109

2. Geometry subroutine;

3. Organization of calculations 2—:, M,, Q,, Qy by

L(I) using the formula A)-E);

4. Formation and solution of SLAE (10);

5. Calculation and verification of residual ||Kz —
ull <&

6. Selection of the regularization parameter;

7. Calculation of the stress-strain state;

8. Print results.

III. CONCLUSION

This paper proposes a technique for numerically solving
basic and mixed linear boundary value problems in the theory
of thin plate bending. The resulting expressions are presented,
which make it possible to write out a complete system of
relations describing the bending of thin plates. Algorithms for
the implementation of the developed methodology are
proposed.

Here, a small transverse deflection of a thin elastic plate
is considered, the equation of state of which is described by a
linear differential equation. The linearity of the equation of
state made it possible to reduce boundary value problems to
integral equations. This method can be applied to any linear
boundary value problem, only in this case it is necessary to
have a particular solution and fundamental solutions for the
differential equation under consideration. When choosing
these solutions, it is necessary to take into account the
differentiability of the required degree, otherwise integral
equations will not be obtained.

Solving a system of integral equations is not always
possible. Therefore, here we use numerical methods. The
numerical solution is ill-conditioned, since the smaller the
step of partitioning the interval, the closer to zero the
determinant of the matrix of the numerical analogue of the
problem. Therefore, the regularization method is used, which
minimizes the Tikhonov functional [6] with the choice of the
regularization parameter. In this case, we obtain a system of
algebraic equations with the regularization parameter (10).
We solve this system with different values of the regulation
parameter until the accuracy of the calculations is satisfied.
To form and solve a system of algebraic equations, we
consider it more practical to use the MATLAB system. It is
also convenient for the graphical representation of the result.
Therefore, an algorithm for implementing the method in the
integrated MATLAB environment has been developed.
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Abstract—The object of the research is the treatment facilities
of the city of Nukus.

Purpose of the study. The aim of the study is to develop
and analyze mathematical models and algorithms for solving
deterministic problems of polluted water purification, establish-
ing the ratio of duality and optimality conditions, as well as
establishing a marginal ratio for these tasks and determining
the optimal size of costs for the purification of polluted water
with various technological treatment schemes, development of
a software package for solving deterministic problems of the
complex for the purification of polluted waters.

In general, on the research topic under study, theoretical
studies were carried out to determine the optimali-ty conditions
for solving optimization problems and the stability of the deter-
ministic model of the complex for the purification of polluted
waters.

The results of the study allow, determine the optimal size of
the cost of treating polluted water with various technological
treatment schemes.

Index Terms—Stochastic, water, treatment, model

I. INTRODUCTION

Water is the most valuable natural resource. It plays an
exceptional role in the metabolic processes that form the
basis of life. Water is of great importance in industrial and
agricultural production. It is well known that it is necessary
for the everyday needs of man, all plants and animals. For
many living creatures, it serves as a habitat [1], [2].

The shortage of fresh water is already becoming a global
problem [3]-[5]. The ever-increasing needs of industry and
agriculture for water are forcing all countries and scientists of
the world to look for various means to solve this problem.

At the present stage, the following directions of rational
use of water resources are determined: more complete use and
expanded reproduction of fresh water resources; development
of new technological processes to prevent pollution of water
bodies and minimize the consumption of fresh water.

The main schemes of treatment facilities were described
back in 1949 by Professor, Doctor of Technical Sciences B.O.

978-1-6654-8684-2/22/$31.00 ©2022 IEEE

Botuk [6]. In his book Domestic Wastewater Treatment, he
describes the first laboratory studies on the use of an aeration
tank for biological wastewater treatment, carried out in 1912
[71-[11].

The authors of the article Formation, treatment and use of
wastewater gave the following definition to the biological treat-
ment process: Biological treatment involves the purification of
the dissolved part of wastewater pollution (organic pollutants
- COD, BOD; biogenic substances - nitrogen and phospho-
rus) with special microorgan-isms (bacteria and protozoa)) or
earthworms, which are called activated sludge or biofilm [12].

Ts.I. Rogovskaya in her 1967 work “Biochemical method of
industrial wastewater treatment” writes about the development
of industry, in particular chemical, and changes in the compo-
sition of wastewater, which led to changes in the composition
and characteristics of activated sludge biocenoses [13]-[22]. It
is unacceptable to discharge un-treated industrial wastewater
into water bodies; it is necessary to intensify the purification
process. With this infor-mation, it is possible to speed up and
reduce the cost of the biological treatment process. The author
also gives the maximum allowable concentrations of some
compounds for adapted microflora when they enter aerobic
treatment facilities operating for complete purification [23].

In 1977, in the reference manual Methods of industrial
wastewater treatment, the authors (A.l. Zhukov, I.L. Mongait,
I.D. Rodziller) noted that various types of aerotanks are
most often used for biological treatment of large volumes of
wastewater. , one of the important advantages of which is the
ability to effectively influence the speed and completeness of
the process of biochemical oxidation occurring in them. That.
the processes occurring in the aerotank are controllable [20].

Doctor of Technical Sciences E.D. Gelfand in the textbook
“Fundamentals of Biological Wastewater Treatment” high-
lights some parameters of biological treatment [21]-[26].

Tukalevsky Sergey Leonidovich in 1992 in his dissertation
work “Economic and mathematical models and methods for
solving special classes of nonlinear distributive problems” pro-
posed for a discrete-continuous goal with a concave function
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of the distribution problem of optimizing the water treatment
process, a new two-stage ap-proach to finding a solution was
proposed, which consists in determining the lower estimate
of the minimum and the optimal values of the dual estimates
at the first stage and the algorithm for obtaining a feasible
solution close to the optimal one at the second.

In Uzbekistan, scientists academician M. Mirsaidov, Sh.Kh.
Rakhimov, [.K.Khuzhaev, E.I. Makhmudov, S.I. Khudaykulov,
0. Golovatsky, A.V. Kabulov, N. U. Uteuliev, A. Zh. Seitov,
D. Sh. Bazarov, E. Shermatov and others.

Purpose of the study. The aim of the study is to develop
and analyze mathematical models and algorithms for solving
deterministic problems of polluted water treatment, establish-
ing a duality ratio and optimality condi-tions, as well as
establishing a marginal ratio for these tasks and determining
the optimal cost of polluted water treatment under various
treatment flowsheets, development a software package for
solving deterministic problems of a polluted water treatment
complex [27]-[29]. Research tasks:

— Development of mathematical models that optimize costs
in the treatment of polluted wastewater;

— Development of an algorithm for solving the problems
of contaminated water treatment complex;

— Establishment of secondary relations and optimal condi-
tions for the optimization of wastewater treat-ment;

— Development of software to solve the problem of opti-
mization of wastewater treatment;

Objectofresearch. The object of research is the treatment
of polluted wastewater in municipal wastewater treatment
plants.

Subject of research Mathematical model and numerical
methods of optimizing the cost of wastewater treatment.

Research methods. The study used mathematical program-
ming theories and methods and discrete optimi-zation meth-
ods.

II. SETTING OF DETERMINISTIC DISTRIBUTION
PROBLEM OF COMPLEX OF CONTAMINATED
WATER TREATMENT

This part discusses the deterministic distribution problem of
the contaminated water treatment complex.

A. Statement of the problem

Thus, the objective is to select such an acceptable combi-
nation of technologies and such a distribution of the volume
of contaminated water between them so that the cost of
purification is minimal and at the same time the concentration
of impurities after purification at the control solution does
not exceed the specified maximum permissible values. In
reality, the problem of water treatment is solved for a certain
water treatment complex in the presence of several spillways
and the concentration of controlled impurities at the control
range depends on the quality of water protection events at all
spillway facilities.

Enter the following symbols:

- qi, volume of contaminated water supplied to the treatment
complex on the k- volume of the spillway;

- Tp; amount of contaminated water to be treated on i
cleaning process diagram on k- volume of the spillway. Thus,
X = A{zri},i = 1, N, vector of the distribution of the total
amount of contaminated water between treatment technologies
on the k- th of the spillway;

xy,; and xZZ - values limiting production capacity i process
diagram during volume dis-charge cleaning qx;

Corj, Crj- concentrations of j-type impurities before purifi-
cation and maximum permissible concentrations (MPC) after
purification, respectively;

P4~ degree of cleaning of j-th impurity according to the
i-th cleaning technology on k-volume spillway;

Api, M- coefficients of approximation of the function of
costs for treatment of contaminated water according to the
i-th process diagram on k- volume of the spillway (Ay; >
0; 0<A <1, k=1L i=1,N).

Then the mathematical model of the contaminated water
treatment complex, reflecting the process of finding the best
treatment method with minimal costs, has the following form:

L N
F(z) = Z ZA]”QTQQW — min (1)
k=11i=1
N
Y Brjrni < Crjy k=1,L; j=1,M, (2
=1
N
> an=qn, k=1L 3)
i=1
v <ok <ol k=1L j=1M, )
A >0, 0< A\ <1, k=1L, i=1,N

The problem in which it is necessary to distribute wastewa-
ter to process schemes in such a way that the limitations of the
balance and process type are fulfilled, and at the same time
obtain the optimal value of the objective function, is called a
non-linear problem of the distribution type.

It should be noted that the set mathematical problem arises
not only in connection with the use of equipment, but also in
many other issues. Such a model and problems on the rational
use of water resources are considered in special studies by
L.V. Kantorovich and V.A. Zalgaller [4], reflecting both the
mathematical and purely technological aspect of the question.
In addition to the distribution problem of optimal load of
equipment, following the transport problem and assignment
problem, one of the first detailed problems of the distribution
type studied was the linear problem of optimal distribution of
interchangeable resources.

B. Now let us dwell on the economic content of the model (1)
- (4).

The objective function (1) reflects the total cost of the
water user to carry out water treatment events. It will be
appreciated that the dependencies reflecting the relationship
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of cleaning implementation costs to the loading volume of
cleaning technologies are concave functions. Minimizing the
objective function even on the convex region presents in-
creased complexity.

Constraints (2) to (4) specify the best solution search
area. Limitation (2) means that in the control solution the
concentration of j- of this type of impurity should not exceed
the permissible one.

”Cleanability” factor denoted by By, calculated as follows:

Byij = Cokj(1 — Pyij) (5)

Limitation (3) requires that the entire volume of k- of this
discharge on that spillway be distributed according to process
diagrams.

Limitation (4) means that the amount of contaminated water
to be treated shall not exceed the production capacity of the
process diagrams.

III. ALGORITHM FOR SOLVING DETERMINISTIC
DISTRIBUTION PROBLEM OF CONTAMINATED
WATER TREATMENT

In this part we will give the algorithm of solution of the
deterministic and limiting problem of the complex of contam-
inated water purification, reflecting the process of search for
the best method of purification with minimum costs (1) - (4),
proposed in work [2].

To justify the procedure proposed in work [2], write down
the Lagrange function for problem (1) - (4), which has the
form:

L
Law) = 3

M=z

K2

L M L
Ayt + 3 3 ukiCrj + 3 e
1 k=1j=1 k=1
(6)
If we know u* - the optimal solution of the dual problem
to the problem (1) - (4), then one can consider its equivalent
setting:
L(z,u*) — min
reX (7

where X is a set of vectors satisfying the conditions (2), (4).
From problem (7) we obtain, taking into account (7), k-
independent subproblems for each catchment

L N N L NoMm .
Yo Apir k= 30 Y (X Uy Brij — uj, ZTgi) — min
k=1i=1 k=1i=1 j=1

re X

(®)

Problem (8) is a problem of geometric programming with a
concave nonlinear objective function and it can be solved by
the conditional gradient method.

Thus, with the known solution u* The problem (1) to (4) is
decomposed. The same will be the case with arbitrary u, only
then the solution of problem (8) obtained in this case will not
be the optimal solution of problem (1) - (4).

Let us now give the algorithm for solving the determin-
istic distributive problem (1) - (4):

In fact, the exact optimal solution to the dual problem is
unknown. However, you can build a definition procedure u*,
which has the form:

1) As an initial approximation u(°) we take an arbitrary
number. Let us know u(®), s = 0,1,.... Then we determine
x| solving a problem

> (A;“aczf — u,(cs)x;“-) — min
i=1 9
reX

2) New value u(**1) is defined using the formula

N
u,(fH) =max{0, ps(qr — Z x,(;))} (10)
i=1
where p,- some step factor.
3) The step factor is defined as follows:

ps >0, ps—0 at s —= oo, ipszoo, ip§<oo

s=0 s=0
1D
These conditions are satisfied, for example, by the following
step factor value

1 1
—<a<l

N
It should be noted that g — > :c,(:;) is the (10) generalized
i=1
gradient of the objective function ¢(u) = mi;(l L(z,u) a
x
dual problem. Under the assumptions made, this function will
not be differentiable under those u(¥), when at least one of
the problems (9) has more than one optimal solution. The

procedure (10) itself will be a general gradient descent method
(8) for solving the dual problem.

IV. STOCHASTIC DISTRIBUTION PROBLEM OF
COMPLEX FOR TREATMENT OF CONTAMINATED
WATER

In this part, let’s talk about the problem of distributing a
certain amount of contaminated discharge water to the process
treatment schemes. By cleaning process circuit is meant a set
of some cleaning devices arranged in series. The part of the
discharge allocated for cleaning according to some scheme
should not go to the cleaning devices of another scheme in
the future.

It should be noted that in the problem according to the avail-
able literary sources [5], dependencies reflecting the relation-
ship of the water user’s costs for the implementation of water
protection events with the load volume of purification process
circuits are concave functions and are well approximated by
power functions with a fractional indicator. In addition, the
coefficients of the objective function may depend on random
factors, then we will obtain a stochastic model of the complex
for treating contaminated waters.

Here is a stochastic version of the distribution problem of
the contaminated water treatment complex:
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The objective is to select such an acceptable combination of
technologies and such a distribution of the volume of contam-
inated water between them so that the media total purification
costs are minimal and the concentration of impurities after
purification at the control solution does not exceed the spec-
ified maximum permissible values. In reality, the problem of
water treatment is solved for a certain water treatment complex
in the presence of several spillways and the concentration
of controlled impurities at the control range depends on the
quality of water protection events at all spillway facilities.

Enter the following symbols:

Api (0), Ai; - coefficients of approximation of the function
of costs for treatment of contaminated water according to the
i-th process diagram on k-th of the spillway, 8- random number
(Agi () >0; 0< N\ <1, k=1, L, i=1,N).

Then the stochastic distribution model, reflecting the pro-
cess of finding the best cleaning method with average total
minimum costs, has the following form:

L N
F(z,0) = Z Z M Agi(0)x} — min

(13)
k=11i=1
N
> Brijari < Crj, k=T1,L; j=1,M,  (14)
=1
N
> ani=qn, k=1L (15)
=1
g <aw <z, k=1L j=1,M, 6)

Ak:i207 OS)\]@ZS17 k:17L71:1aN

Problems (13) - (16) are problems of stochastic convex
programming.

To solve the problem (13) - (16), the algorithm proposed in
operation [2] is used.

This algorithm is applicable to solve the problem (13) - (16).
To do this, we construct the Lagrange function for problem
(1) - (14)

If we know u* - the optimal solution of the dual problem to
the problem (13) - (16), then one can consider its equivalent
setting:

L(z,u*,0) — min

reX (17)

where X is a set of vectors satisfying the conditions (14), (16).
From problem (17) we obtain, taking into account (??), k-
independent subproblems for each catchment

N
> (MA]W(Q)IEQ;“ — UjTg;) — min
- reX (18)

We do not know the exact solution to the dual problem. But
instead, you can use the approximation obtained, say, by the
method of stochastic generalized gradient descent.

Based on this, we give the following algorithm for solving
the stochastic problem (13) - (16) and the dual to it:

1) As an initial approximation u(°) we take an arbitrary
number. Let us know u(®),s = 0,1,. To calculate u(s+1)
perform the following actions:

2) We solve the following problem using one of the methods
of stochastic programming [?].

N

Z (MA;,“(H):UQQ” — ujTk;) — min
i=1
rzeX

19)

solution of the problem we denote z(*);

3) Find the gradient of the Lagrange function (16) by the
dual variables u;

4) we calculate v(*t1) by formula:

N
uésﬂ) =max{0, ps(qr — Z :17,(;))} (20)
i=1
where ps- some step factor. Selection of step multiplier is
determined by conditions (13) - (14).

N
It should be noted that g — > :E,(:;) is the (20) generalized

=1
gradient of the objective function p(u) = mi;(l L(z,u,0) a
€
dual problem. Under the assumptions made, this function will
be undifferentiated under those u(®), when at least one of
the problems (19) has more than one optimal solution. The
procedure (20) itself is a method of stochastic quasi-gradients

[?] for solving a dual problem.

V. NUMERICAL EXPERIMENT OF
ENVIRONMENTAL-ECONOMIC MODELS OF
CONTAMINATED WATER TREATMENT COMPLEX

Numerical experiment of the calculation of MPD (max-
imum permissible discards) substances for a water stream
and a water body. We consider the river basin section
(Figure 1), which includes 3 water quality control sections,
2 wastewater discharges, 2 water intakes and 1 reservoir.
The volume of filling the reservoir is 1km3. Water quality is
estimated by 6 indicators biochemical oxygen consumption
(BOD), BOD¢,;; (complete oxidation) or BODy, (almost
complete oxidation is achieved within 20 days), ammonium
nitrogen, nitrite nitrogen, nitrate nitrogen, dissolved oxygen
and petroleum products. Initial data for MPD calculation are
given in table 1-2.

Let us introduce the following notation. Complete biological
treatment - 101, complete biological purification with simul-
taneous precipitation to improve the purification of phospho-
rus - 102, complete biological purification with nitrification-
denitrification to improve purification by impurities of the
nitrogen group - 103.

Realization. The operation diagram of the treatment facil-
ities is as follows: from the receiving chamber, waste water
enters the pond as a settling tank for deposition of suspended
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Fig. 1. Linear diagram of the river basin section: 1, 2, 3 check doors; pl,
p2 wastewater discharges; 1, 2 water intakes.

substances and processing of sediment. To increase stability
and reliability of the effect of clarification, the sump is divided
into two consecutive stages, the interruption of the effluents
of each of them is 3 or 2 days, respectively.

TABLE I
CHARACTERISTICS OF THE WATER BODY

Activities Reset conditions
mg/liter | MPD g/hour

1 | suspended substances 140.0 53050.4
2 BODs 5.0 1894.3
3 mineral composition 2000.0 757720.0
4 Chlorides 350.0 132601.0
5 Sulfates 500.0 189430.0
6 Fats 5.5 2083.73
7 Nitrate nitrogen —
8 Nitride nitrogen —
9 | Ammonium nitrogen —

To improve reliability of compliance with KMK require-
ment 2.04.02-97 (Water supply External networks and struc-
tures), it is also envisaged to divide all earthen capacitance
structures into two parallel operating sections, each of which
is designed to pass 50% of the design flow in normal operation
mode and 100% in forced operation.

Lean liquid clarified during 5 days is divided into two
streams in accordance with 30% or 70%. A smaller flow
is passed through the cultivator pond for 6 days for the
development of algal biomass and the accumulation of the
sum of oxidants, after which it is mixed with the main flow.
To accelerate cultivation, 10% of the flow is supplied to the
cultivator - starter pond, from which it enters the cultivator
after 4.5 days.

The resulting mixture continuously enters the biocogulator
pond, where during 2 days a complex biocogulation process
occurs, as a result of which the content of suspended and
dissolved contaminants is reduced.

Next to the pond biocogulator treatment stage is aerobic
treatment stage under flow conditions in the pond insolator,
the main process of which is bacterial oxidation of dissolved
organic and mineral components of waste water.

In the flow pond waste liquid is 2 days, BOC (biochemical
oxygen consumption) brought to 15mg/liter. After biological
treatment, water enters post-treatment ponds with the highest
water vegetation, where the quality of the treated effluents

is brought to the requirements that meet the rules of the
Protection of Surface Waters from Pollution by Waste Water.

Approved MPD and waste water composition (discharge of
substances not specified below is prohibited) according to the
table.

Water protection measures according to formulae (1) to (4)
are described as follows:

f1=9,67-365- (1710 +602,9 - 217 + 741,5 - 212+
+ 1083,6 - 3313) = 3530 - x19 + 2128237 - z11+
+ 2617495 - 15 + 3825108 - x13;

Cy1 =193,7x10 +103,1 - 17 + 34,4 - 12 + 20,6 - x13;
Ci2=7,6-210+4 211 +1,4-212+0,8213;

11 + 212 + 13 + 210 = 1

Results of solution of formed problem of calculation of
MPD of substances and optimal water protection measures
for their achievement obtained with the help of OCHISTKA
software complex are given in Table 2.

TABLE II
OPTIMAL WATER CONSERVATION MEASURES TO ACHIEVE MPD

Event Waste water flow rate Reported
Dumping cipher thousand in Tii— costs,thou-
without m3/day % decisions sand
cleaning sum/year
202 — — — —
206 89177 92.22 0.9222 2413792
TABLE III

OPTIMAL WATER CONSERVATION MEASURES TO ACHIEVE MPD

Without Complex cleaning by
No. Components cleaning | permissible concentration
suspended
1 substances 193.7 140.0
2 BODs 7.6 5.0
mineral

3 composition 2769.0 2000.0

4 chlorides 712.5 350.0

5 sulfates 404.4 500.0

6 fats 1 5.5

7 nitrate nitrogen 47.1 20

8 nitride nitroge 0.08 0.04

9 ammonium nitrogen 0.91 0.4

costs, thousand of
10 units per day 0 6613.7

It should be understood that in order to achieve acceptable
pollutant concentrations, it is necessary to clean mainly the
process some allowable values are not achieved, for example,
mineral composition, chlorides and nitrogen. Comparison of
cleaning costs by different process diagrams and complex
cleaning is given in Table 3.

115



IEMTRONICS 2022 (International IOT, Electronics and Mechatronics Conference)

VI. CONCLUSION

In the proposed work, we considered the deterministic and
stochastic distribution problems of the contaminated water
treatment complex, consisting in the distribution of a certain
volume of contaminated discharge water through treatment
schemes, and we also proposed algorithms for solving these
problems.

We also presented the results of a numerical experiment
with the task of choosing such an acceptable combination
of technologies and such a distribution of the volume of
polluted water between them that the average total cost of
cleaning is minimal and at the same time the concentrations
of impurities after cleaning at the control site do not exceed
the specified maximum permissible values. All possible types
of visualization of the results of a computer experiment, as a
rule, are reduced to the representation of tabular dependencies
of a function of one variable, a function of two variables, as
well as lines of the level of fields of vector functions.

The results of the study in the form of software, algo-
rithms, and methods for the purification of polluted waters
have been implemented: a software tool for calculations on
deterministic and stochastic ecological and eco-nomic models
of the complex for the purification of polluted waters has been
introduced in the purification plant of the city of Nukus. The
implementation made it possible to obtain and determine the
optimal costs for the treatment of polluted waters with various
technological treatment schemes; An improved mathematical
model of the process of the polluted water treatment complex
was used in the purification plant of the city of Nukus. The
results of scien-tific research made it possible to save costs
several times less than the previous one (by 15%).
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Abstract—To maximize efficiency, quality of products, and prof-
its, it is important to maintain machine tools to reduce downtime
and maximize output. Predictive maintenance is the most efficient
method of condition monitoring and maintenance. An Internet of
Things approach can help implement an autonomous predictive
CM system in manufacturing facilities. The critical parameters
of sensor selection, communication, and data analysis have been
examined. The components that make up an effective IoT CM
system have been discussed and analyzed. An IoT approach has
been shown to eliminate the disadvantages of traditional manual
CM approaches.

Index Terms—Feed drives, Machine tools, Condition monitor-
ing, IoT, Internet of Things, Industry 4.0.

I. INTRODUCTION

The manufacturing world has entered the fourth industrial
revolution, often referred to as Industry 4.0. The fourth indus-
trial revolution builds upon the automation and digitization of
the third industrial revolution. It includes the implementation
of the Internet of things (IoT), machine to machine communi-
cation, and improved communication and condition monitoring
(CM).

The manufacturing sector is one of the most competitive
sectors in developed nations. They must compete not only
with other firms in developed nations but also with developing
nations, which have the advantage of lower wages and less
strict labour and environmental laws. To remain competitive,
firms must embrace industry 4.0. Embracing Industry 4.0 can
help to reduce costs, reduce errors, increase efficiency, and
improve throughput. These advantages can help firms propel
themselves above the local competition and compete with the
prices of firms in developing nations. Advanced manufacturing
is very capital dependent. Expensive machine tools such as
CNC lathes, mills, laser cutters, and grinders are staples of
modern manufacturing facilities. It is of utmost importance to
maximize the output of these machines. Substantial costs are
accrued if machines are not working at high levels of output.
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It is in the best interest of these manufacturing facilities to
maintain these machines adequately. Machines are maintained
through maintenance and CM.

Maintenance and machine condition has several associated
costs: Expected downtime, unexpected downtime, quality, and
replacement parts. The cost of expected downtime is the
lost production due to the machine being down for sched-
uled maintenance. Unexpected downtime is the cost of lost
production and damage due to sudden failures and crashes.
The cost of quality is the cost of defects that arise due to
poor machine conditions, such as not meeting dimensional
tolerance. Replacement part cost is the cost associated with
replacing a part before it has reached the end of its useful life.

Predictive and prognostic maintenance is the latest evolution
of maintenance paradigms. The first level of maintenance
paradigms is reactive maintenance. Reactive maintenance is
simply fixing machines as they break. This is the least ef-
fective form of maintenance. Reactive maintenance increases
unexpected downtime as unexpected failures arising from
neglect force the machines down. The next level of mainte-
nance is planned maintenance, where maintenance occurs at
set intervals. This is a better method compared to reactive
maintenance but is still not ideal. Doing maintenance at set
intervals increases the cost of expected downtimes and can
mean replacing parts that are still far away from the end of
their life. Predictive maintenance involves analyzing data from
the machine and predicting when it requires maintenance. This
paradigm can reduce expected, and unexpected downtime costs
as machines are serviced only when necessary and before
critical failures occur. Cost of quality and replacement part
costs can be reduced as well as parts are used for the majority
of their useful life and not past the point where the cost of
quality begins to rise. A summary of the relative costs of each
paradigm is seen in Table I below.

Predictive maintenance requires a great deal of data to
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TABLE I
COSTS OF MAINTENANCE

Paradigm Associated cost
Expected  Unexpected . Replacement
downtime  downtime Quality parts.
Reactive Low High High Moderate
Scheduled  High Low Low High
Predictive ~ Moderate ~ Low Low Low

analyze. Traditional CM is labour intensive and prone to human
error. It often requires a worker to inspect and test machines
over time individually. This approach is too expensive to
inspect at a high enough frequency, and inspection is done
too infrequently, therein faults and wear are detected too late.
IoT can facilitate autonomous CM. Sensors can be installed
on machines to collect a large stream of data in real-time.
Data collected from the machines can be analyzed to determine
the machine’s condition. This information can be used to take
corrective action if required. Autonomous CM will maximize
machine performance and up-time, which will, in turn, maxi-
mize manufacturing efficiency.

Machine tools have several components whose condition is
worth monitoring. The primary investigation of this paper will
be on machine tools with ball screw feed drives. Machine
tools feed drives and spindles are typically run by AC servo
motors. Ball screw feed drives are the most common feed
drive for machine tools. The main components of a ball screw
system can be seen below in Fig.1. Ball screws are normally
supported on either end by fixed and free ball bearings. A table
is connected to the ball nut, and this table is a set of linear
guides that support it to slide back and forth with minimal
friction.

This paper will cover the following: Section II will cover the
current literature on the subject of CM. Section III will cover
the sensors used in the machine tool CM system. Section IV
will cover the communication within the system. Section V
will cover the data analysis used for CM. Finally Section VI
will cover the conclusion and future work.

II. STATE OF CONDITION MONITORING IN THE
LITERATURE

Condition monitoring has been a field that has been studied
extensively in the literature. A paper by Martin [2] covered
machine tool CM and fault detection technology. Numerous

screw-nut interface fastener  table
couplings

_ guideway

thrust bearing  game M pallscrew radial ball bearing

Fig. 1. Ball Screw System [1]

CM analysis methods for bearings and other moving parts
exist in the literature. A survey by Zhou, Habetler, and Harley
[3] outlines many common methods for CM. Many of these
methods will be outlined in section V. A journal by Tandon,
Yadava, and Ramakrishna [4] compared four methods for CM
to determine which was most ef